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2 The Implications of Section 230 for Black Communities 

The debate over Section 230 of the 
Communications Decency Act has 
become increasingly polarized, with 
Democrats typically advocating 
for stronger content moderation 
to combat disinformation and hate 
speech, while Republicans argue that 
platforms engage in political bias 
when moderating content, pushing 
for less restrictive rules.1 Amid these 
debates, surveys suggest that Black 
Americans are slightly more inclined 
than other groups to support the 
ability to sue platforms for harmful 
actions over by third-party users.2 

While Section 230 does not fully 
meet the needs of internet users 
today, fully repealing Section 230 
is not a reasonable solution.3 Doing 
so could stifle political activism, 
entrepreneurship, and free 
expression, particularly in Black 
communities, while simultaneously 
worsening the very issues Section 
230 seeks to address, such as 
disinformation, discrimination, and 
hate speech. Yet failing to amend 
Section 230 enables the continuation 

of harmful content moderation practices that allow illegal harassment and the organization of white 
supremacist groups to thrive online. 

Furthermore, potential reforms to Section 230 will not automatically hold platforms liable for all content. 
Plaintiffs would still need to meet legal standards, and courts could allocate damages between platforms 
and other responsible parties.4 Reforms could also encourage over-moderation, as platforms may respond 
by excessively restricting content to avoid legal liability.5 Therefore, any proposed changes must be carefully 
designed to avoid unintended consequences that could negatively impact Black communities.

While courts have ruled that platforms lose Section 230 protections when their algorithms or design features 
contribute to illegal discrimination,6 some companies continue to act as though they are fully immune. With 
the rise of generative Artificial Intelligence (AI) and other advanced technologies, this challenge will only 
continue to grow.7 

Introduction

This series of issue briefs provides a summary of “The 
Implications of Section 230 for Black Communities” 
law review article that examines Section 230 of the 
Communications Decency Act (Section 230), which 
grants online platforms immunity from liability for 
user-generated content. The first brief explores the 
dual-edged nature of the statute, analyzing both the 
opportunities and challenges it presents for Black 
communities by protecting tech companies from liability 
for third-party content. The first brief highlights how this 
immunity from liability for third-party content empowers 
Black communities by enabling free expression and 
fostering innovation, while also examining how the same 
immunity allows harmful practices to persist. The second 
brief examines the nuances and legal implications 
of the statute, specifically how it affects platform 
moderation practices, including potential biases in 
content moderation that often disproportionately impact 
Black users. This third brief explores the implications 
of various Section 230 reform proposals with a focus on 
their unique impact on Black communities   

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4855496
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4855496


One potential solution is to create a carve-out in Section 230 to enforce civil rights laws against online 
platforms.8 Section 230 already includes exceptions for federal criminal law, intellectual property law, and 
federal sex trafficking laws, so adding a civil rights carve-out would be consistent with existing practices.9 

The fight against discrimination for Black communities is just as critical as for other groups benefiting from 
a civil rights carve out. Such a carve-out would hold social media platforms accountable for discriminatory 
practices, such as housing ads excluding Black users or biased treatment of Black guests on rental and ride-
sharing platforms. It would reinforce the principle that platforms facilitating discrimination should not be 
shielded by Section 230 protections. Allowing platforms to profit from discriminatory ads—while being illegal 
in print under the Fair Housing Act—is indefensible. 

However, defining the civil rights carve-out presents challenges.10 Would it encompass laws such as the Fair 
Credit Reporting Act or state laws that prevent the spread of false election information, which is often used 
to suppress Black voters? The complexity of varying state laws could make it difficult to define violations, 
possibly prompting platforms to over-moderate content on race to avoid legal risks. Additionally, reliance on 
AI moderation could unintentionally suppress crucial content, such as activism exposing discrimination. 
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Civil Rights Carve-Outs    
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Therefore, reforms must make it clear that platforms are not protected when their algorithms or data 
practices contribute to unlawful discrimination. In the absence of legislative changes, courts should apply the 
“material contribution” test to determine how platform design and algorithms enable illegal activities that 
disproportionately harm Black communities. 

Each potential reform has its pros and cons, and the best path forward may involve a combination of solutions. 
However, even reforms designed to benefit Black communities could face backlash, resulting in federal or 
state policies that weaken content moderation and amplify harmful content, including hate speech and white 
supremacy, targeting Black people. 

This issue brief will provide insights to help policymakers evaluate reform proposals based on how effectively they 
address the unique challenges facing Black communities, mitigate new risks, and avoid over-moderation that could 
hinder opportunities for Black creators and activists. In short, this issue brief will explore the implications of various 
Section 230 reform proposals with a focus on their unique impact on Black communities.
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Another potential carve-out to Section 230 could target platforms using algorithms to deliver and amplify 
content,16 addressing the several challenges faced by Black communities. Platforms often use algorithms to drive 
engagement and profits, which can result in discriminatory practices, such as directing housing and job ads to 
white users while excluding Black users.17  

Algorithms also have the potential to amplify disinformation, hate speech, and white supremacist content.18 
Since these algorithms are proprietary and hidden,19 Black users cannot fully understand how their online 
experiences are shaped—an issue compounded by Section 230 protections. 

While some algorithm-driven practices may already fall outside of Section 230 immunity when they materially 
contribute to illegal activities such as discriminatory ad targeting, explicitly exempting algorithmic decisions 
from Section 230 would ensure a consistent legal standard. This would hold platforms accountable, not for 
the content of third-party ads, but rather for using algorithms that promote discrimination, such as steering 
housing ads away from Black users.20 Without this exemption, platforms are incentivized to profit from illegal 
discrimination and anti-Black practices. 

Still, a broad carve-out for algorithmic content could also lead to unintended consequences. Platforms might reduce 
their investment in algorithms that benefit Black communities, citing concerns about increased litigation costs and 
the risks of third-party content. As a result, Black creators, businesses, and activists could lose crucial connections 
to their audiences, potentially replaced by lawyer-approved, safer content.21 This carve-out could further hinder 
Black users’ access to vital information by disrupting algorithms that currently prioritize relevant search results, 
making it harder for them to find tailored content and resources that address their specific needs and interests. 

Additionally, stripping platforms of Section 230 immunity for algorithm-driven content could hinder the 
effectiveness of algorithms used to combat hate speech, white supremacy, discrimination, and other anti-Black 
activity.22 To address these issues, the carve-out should be narrowly tailored to apply only to platforms whose 
algorithms materially contribute to illegal activities. 23￼   

Algorithmic Recommendations Carve-Outs  
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Some civil rights laws may also conflict with the interests of Black communities. For example, a platform 
could face lawsuits for hosting content about structural racism or The 1619 Project if a state such as Florida 
deems these topics to violate civil rights laws.11 

One way to mitigate this risk is to limit the carve-out to specific federal statutes, such as the Voting Rights Act 
or the Ku Klux Klan Act.12 These laws, along with provisions like those in the Violence Against Women Act13 
targeting hate crimes, could hold platforms accountable for facilitating violence or suppressing voting rights. 

While this narrower carve-out might not address housing, employment, or financial discrimination, it would 
remove Section 230 immunity when platforms’ designs, data, or algorithms contribute to illegal acts such as 
discriminatory ad targeting. 

Yet this limited approach may leave other issues, such as racial harassment or illegal firearm sales, 
unaddressed. Additional carve-outs could be added,14 but multiple exemptions might complicate compliance, 
increase litigation costs, and lead to the over-moderation of Black users’ content.15
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Rather than blaming the technology itself, accountability should focus on those who use it unlawfully. While 
some argue that current legal interpretations already exclude algorithms from Section 230 when they contribute 
to illegal acts, a statutory clarification would ensure courts consistently apply the material contribution test. 

Importantly, an algorithmic recommendation carve out would not address lawful but harmful content, such as 
hate speech, which algorithms may amplify. It also raises constitutional concerns, particularly in defining terms 
such as “algorithm” and “amplification.”24

Another reform proposal suggests removing Section 230 immunity for paid advertisements, commonly referred 
to as the “ad carve-out.”25 This proposal would clarify that platforms are not immune from liability for economic 
discrimination in housing, employment, and financial services ads that are directed toward white users and 
exclude Black users. Black consumers are often disproportionately targeted by deceptive practices, such as 
payday lending schemes and student debt relief fraud.26 By implementing the ad carve-out, platforms would be 
encouraged to better vet their advertisers and prevent their use in fraudulent or discriminatory activities. 

The reform would strip platforms of immunity, whether discrimination arises from biased advertisers using 
platform tools for racial targeting or algorithms and data collection that deliver ads discriminatorily without 
advertisers’ knowledge. It also addresses ads that target Black voters with false information aimed at suppressing 
voter turnout, such as misleading boycott campaigns.27 

In 2020, digital advertising accounted for 63 percent of total ad spending in the United States, and that figure is 
expected to rise to 75 percent by 2024.28 Major players including Google, Meta, and Amazon dominate the digital 
ad market, holding more than 60 percent of ad revenue in 2022.29 While traditional media, such as The New York 
Times, are legally restricted from publishing discriminatory housing ads, platforms such as Craigslist, Facebook, 
and Google are currently immune to liability for similar practices.30 Holding online platforms to the same 
standard of care as traditional publishers for paid content would help address these disparities. 

Section 230 protects platforms from liability for user-generated content due to the overwhelming volume of 
content,31 but monitoring ads is more feasible given the smaller volume of ads. Therefore, it is reasonable to 
expect platforms to monitor paid ads and prevent profit from discriminatory practices. 

Although removing Section 230 immunity for paid advertisements would address some challenges Black 
communities face, it would not solve problems such as anti-Black harassment, hate speech, or white supremacist 
organizing. It also wouldn’t stop discriminatory practices on platforms including job boards, short-term rentals, 
or ride-sharing apps. Platforms could still profit from harmful anti-Black content and ads. 

There are potential costs to this reform. If courts interpret the ad carve-out too broadly, it could expose 
Black-operated websites, such as small business sites or blogs that host third-party ads through services such 
as Google AdSense to liability. Stricter ad regulations also could also make it harder for Black communities 
to access vital information, such as health updates or voter mobilization efforts, due to increased costs and 
reduced ad distribution.

Ad Carve-Outs   
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Notice-and-takedown reform requires platforms to remove illegal content within a specified timeframe after 
being notified, or risk losing legal immunity. This process is already in place for copyright infringement in 
the United States.32 and for illegal content in the EU, New Zealand, and South Africa,33 as well as defamatory 
content in the UK.34 

This section explores how a similar reform, specifically under the Internet Platform Accountability and 
Consumer Transparency Act (PACT Act), could affect Black communities. The PACT Act requires platforms 
to remove illegal content within four days of notice35 or lose Section 230 immunity if they are aware of the 
content.36 Illegal content includes material that federal or state courts have determined violates federal 
criminal or civil laws or state defamation laws. Platforms that fail to comply could lose their immunity for the 
flagged content. 

Federal civil laws encompass crucial protections for Black Americans, such as civil rights and consumer 
protection laws. Platforms would no longer be able to use Section 230 immunity to avoid accountability for 
discriminatory housing ads that violate the Fair Housing Act, for example.37 This reform could also target 
smaller, fringe platforms that serve as safe havens for white supremacist content, stripping them of immunity 
when they host illegal, anti-Black content in violation of federal laws. 

Unlike other proposals, the notice-and-takedown approach would likely impose fewer costs on platforms, reducing 
the risk of service cutbacks or over-moderation that could negatively impact Black activists, entrepreneurs, or 
creators. Platforms would only be held responsible for content they are made aware of and fail to remove within the 
designated timeframe, instead of being liable for all unlawful content on their platform. 

Yet this proposal does not fully address the challenges Section 230 presents for Black communities. Black 
users may lack the resources to secure a court order proving that content violates federal or state laws, which 
is required under this reform. Additionally, bad actors could exploit the system to silence Black voices. For 
instance, a platform might take down a post advocating “Save Black Lives – De-Unionize the Police” due to a 
baseless complaint from white supremacists claiming the content violates federal law. Platforms might find it 
easier to comply with such takedown requests than challenge them. 

Moreover, this reform does not remove Section 230 immunity for “lawful-but-harmful” content, such as anti-
Black hate speech or white supremacist organizing.38 Nor does it address violations of state laws outside of 
defamation or federal law, such as deceptive political ads spreading disinformation about voting procedures.39

Content neutrality proposals are based on claims that tech companies selectively enforce guidelines to censor 
certain content, such as disinformation about election fraud claims or alternative COVID-19 treatments, hate 
speech such as dehumanizing language about Black, and immigrant communities, and incitement to violence 
such as “stop the steal” posts tied to the January 6, 2021 attack on the U.S. Capitol. Proponents often argue that 
these reforms are necessary to protect conservative speech from suppression by tech companies. 40 

Notice and Takedown Proposals    

Content Neutrality Proposals    



Some proposals in Congress aim to remove the phrase “otherwise objectionable” from the types of content 
platforms can moderate under Section 230(c)(2).41 These reforms seek to limit platforms’ ability to moderate 
content, which poses significant challenges because much harmful content—such as hate speech, voter 
suppression, and disinformation—may not fit into categories such as “obscene” or “violent.”42 As a result, Black 
communities could face increased exposure to unchecked harmful content. Additionally, platforms including 
short-term rental and ride-sharing apps could lose the ability to remove users engaging in racial discrimination. 

Other content-neutrality reforms propose removing Section 230 immunity for platforms that restrict speech, 43 
including proposals to ban moderation of all content except illegal material44 or target platforms for perceived 
political bias.45 States including Texas and Florida have passed laws limiting platforms’ moderation of user 
viewpoints46 or prohibiting the de-platforming of political candidates.47 

However, the argument that content moderation stifles free speech misunderstands the First Amendment, which 
applies to the government, not private companies.48 Social media platforms, as private entities, have the right to 
moderate content under their terms, and users agree to follow these community standards, which often prohibit 
hate speech, extremist content, and misinformation; or engaging in impersonation, bullying, or harassment.  

Forcing platforms to treat all lawful content equally would exacerbate problems for Black communities, allowing 
hate speech, white supremacist content, and disinformation to spread. Currently, platforms have the discretion 
to remove harmful content, but content neutrality reforms would restrict their ability to do so. 

Section 230 was originally designed to allow platforms to remove harmful content without facing legal liability.49 
Limiting this ability undermines protections that benefit Black communities by keeping dangerous content off of 
online platforms.50 

While some suggest that Black communities should support content-neutrality reforms due to disproportionate 
de-platforming, these proposals do not address the specific issues Black users face, such as the unjust removal of 
their content, which often occurs even when it complies with platform guidelines.51

Several proposed reforms to Section 230 can be combined with additional reforms,52 such as size-based 
exemptions or disclosure mandates. A size-based exemption could apply to platforms with more than five 
million users or $100 million in annual revenue, focusing on larger companies that play a significant role 
in spreading harmful content and have the resources to comply with new regulations. These exemptions 
are often included in reform proposals related to civil rights, algorithms, advertising, notice-and-takedown 
proposals, and content-neutrality proposals.53 

Size-based exemptions would allow small, Black-owned startups to innovate without facing heavy regulatory 
burdens while ensuring more oversight for larger social media and sharing-economy platforms where Black 
users are highly active.54 But this approach has a downside: many threats to Black communities originate from 
smaller platforms such as  8chan, Gab, and Parler, all of which serve as hubs for white supremacy. Exempting 
these platforms could allow Section 230 protections to continue shielding harmful activities on these sites.55 

Size-based Carve-Outs and Disclosure Requirements      

7 The Implications of Section 230 for Black Communities 
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Section 230 reform offers both opportunities and risks for Black communities. While reforms such as 
civil rights, algorithmic, and ad carve-outs could hold platforms accountable for discriminatory practices, 
they must be carefully designed to avoid stifling political activism, entrepreneurship, and free expression, 
especially for Black creators and small businesses.  

Size-based exemptions and disclosure mandates can ensure larger platforms with significant influence are 
held accountable, while allowing smaller, Black-owned startups to grow without excessive regulation. But 
fringe platforms that promote hate speech, including Gabe, 8chan, and Parler, should not be exempt from 
these reforms. 

Reforms such as notice-and-takedown and content-neutrality proposals must be evaluated for their real-
world impacts on disinformation, hate speech, and platform accountability. A balanced approach is crucial to 
ensure reforms protect Black communities from harm while supporting their ability to use digital platforms 
for advocacy and justice.

Conclusion   
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Disclosure reforms could require platforms to regularly share information about their content moderation 
standards and efforts, often as part of other Section 230 reforms.56 Such mandates would encourage platforms 
to engage in responsible moderation of harmful content such as hate speech, white supremacy organizing, and 
disinformation, without requiring government-imposed removal, which could raise constitutional concerns.57 
Transparency would also shed light on algorithms and content practices, helping Black communities and 
policymakers better understand how discrimination, hate speech, and disinformation spread under Section 
230 protections.58 

Excessive disclosure requirements, however, could deter platforms from moderating harmful content 
targeting Black communities. If platforms were required to provide detailed justifications for every removed or 
downranked post, along with potential penalties for content removal, then this could stifle effective moderation. 
Still, large platforms, particularly those already complying with regulations under the EU’s Digital Services Act, 
could adapt to these requirements without significant burdens, reducing the risk of over-moderation.59
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