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ABSTRACT: Policies to reduce carbon dioxide emissions can yield substantial co-benefits via 
reduced emissions of co-pollutants such as particulate matter, nitrogen oxides, and air toxics. 
Valuation studies suggest that these benefits may be comparable in magnitude to the value of 
reduced carbon emissions. However, co-pollutant intensity (the ratio of co-benefits to carbon 
dioxide emissions) varies across pollution sources, and so efficient policy design would seek 
greater emissions reductions where co-benefits are higher. Moreover, because co-pollutant 
impacts are localized, the distribution of co-benefits raises important issues of equity, particu-
larly with regard to the unintentional income, racial, and geographic disparities that might result 
from carbon-charge programs, whether they are trading or fee approaches. This paper presents 
evidence on intersectoral and spatial variations in co-pollutant intensity and discusses options for 
integrating co-benefits into climate policy to advance the goals of efficiency and equity. 
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Communities of color have a tremendous stake in efforts to reverse climate change and mitigate its 
impacts. They are among the first to experience the effects of climate disruption, which can include 
“natural” disasters, rising levels of respiratory illness and infectious disease, and heat-related sick-
nesses and deaths. They face greater risk from ill-conceived solutions to climate disruption, and they 
stand to gain considerable health and economic benefits from policies that are carefully constructed to 
maximize and broaden the impacts of addressing climate change and pollution.

Indeed, these were principal reasons why, in 2008, the Joint Center established a special commission 
to promote wider engagement and participation by African Americans in the climate change debate 
– a panel that has more recently become the Commission to Engage African Americans on Energy, 
Climate Change and the Environment. Over the years, we have worked with our commissioners and 
a broad range of partners to bring new voices to the table and advance climate and environmental 
policy discussions toward effective and equitable solutions.

One of our key objectives has been to build an evidentiary record to support these efforts, and this 
report – “Cooling the Planet, Clearing the Air: Climate Policy, Carbon Pricing, and Co-Benefits” –  
is an important step in furthering our knowledge and understanding. By highlighting the need for  
and opportunities to develop policies that both reduce emissions of harmful greenhouse gases and  
improve overall air quality, this report provides a roadmap for improving lives in communities of color. 
In particular, the evidence presented in this report outlines ways that policies to reduce carbon dioxide 
emissions can yield substantial additional benefits as co-pollutants such as particulate matter, nitrogen 
oxides and air toxics. Progress on these co-pollutants would yield additional positive health impacts for 
African Americans and other people of color, who are more likely than others to live near their point 
sources, and greatly increase the value of climate change policies, particularly in the short-term. 

As this study shows, enormous progress could be made on reducing emissions of both greenhouse 
gases and other air pollutants with only modest adjustments to climate change mitigation approaches 
currently under consideration. We look forward to bringing this report into the climate change debate, 
and helping raise the level of awareness – within communities of color and among the broader popula-
tion – about what can be done in the climate change framework to ensure a clean and healthy environ-
ment for all our citizens. 

Ralph B. Everett, Esq. 
President, The Joint Center for Political and Economic Studies 
September 20, 2012

®
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Today’s challenges demand new economic thinking. Economics for Equity and the Environment Net-
work is dedicated to applied research and dissemination of new economic arguments for protecting 
human health and the environment. 

For economists in E3 Network, environmental protection and social justice are inextricably linked. Yet 
there are many examples of environmental policies designed without full consideration of the implica-
tions for vulnerable populations. E3’s latest report, Cooling the Planet, Clearing the Air: Climate Policy, 
Carbon Pricing, and Co-Benefits, produced in partnership with the Joint Center for Political and Eco-
nomic Studies, the Political Economy Research Institute at the University of Massachusetts, and the 
Program for Environmental and Regional Equity at the University of Southern California, takes a fresh 
look at the relationship between social equity and economic efficiency in the design of climate poli-
cies. 

Climate policy is very heavily focused on reducing carbon emissions. The same power plants and refin-
eries that emit carbon, however, produce other pollutants that have immediate and direct impacts on 
the health of nearby residents. These point sources are often disproportionately located in low-income 
and minority communities. This report examines the inter-sectoral and spatial variations in the intensity 
of co-pollutants with important findings for how we approach carbon reduction. Failure to consider 
co-pollutants in carbon cap and pricing strategies can exacerbate existing disparities while leaving 
valuable health care dollars on the ground. We could lose substantial economic benefits by excluding 
co-pollutants from our carbon strategies, and those losses would fall disproportionately on the most 
vulnerable amongst us.   

The good news is that we can account for the co-benefits of carbon reduction through modest adjust-
ments in our approaches to carbon reduction. Doing so would greatly enhance the benefits of climate 
change policies, especially for communities of color and low-income communities. There is progress 
to be made cleaning the air and protecting the climate. This report provides the evidence and recom-
mendations policy makers need to forge a more equitable and efficient approach to climate policy. 

Kristen A. Sheeran, Ph.D.  
Director, Economics for Equity and Environment Network, Ecotrust 
September 20, 2012 
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EXECUTIVE SUMMARY
Consider two emitters of greenhouse gases (GHGs) in California. One is a natural gas–fired electricity-
generation facility in a rural area with no other major industrial facilities in the immediate vicinity. The 
other is a petroleum refinery in a densely populated urban center, with so many other adjacent pollu-
tion sources that the surrounding community is a poster child for what public-health researchers call 
“cumulative exposure.” Each of these facilities, it turns out, emits roughly the same amount of carbon 
dioxide (CO2)—but the refinery emits seven times more particulate matter (PM, a pollutant that leads 
to premature death, asthma, and other respiratory illnesses) and has hundreds of thousands more 
people living nearby.

Carbon-pricing strategies—in which polluters either are charged a set fee for carbon emissions or must 
surrender emissions permits whose total number is set by a cap and whose price is determined by the 
market—essentially treat these two sources as equal: a reduction of GHGs at one is the same as the 
reduction of GHGs at the other. However, the potential health benefits of reducing emissions of the 
various “co-pollutants” at these sources—particulates and other hazardous chemicals also emitted in 
the burning of fossil fuels—are very unequal. Where the emissions reductions occur can have dramatic 
effects on the number of people who benefit (or fail to benefit) from the ways that GHG reductions are 
coupled with other pollution cutbacks.

The failure of carbon-pricing strategies to consider co-pollutant externalities is a striking contradiction, 
since the point of such pricing is to build in the externality of global warming via a carbon charge. It is 
a source of inefficiency: potential health-care savings are left lying on the ground (or drifting in the air). 
And because point sources often are disproportionately located in low-income and minority communi-
ties, carbon pricing that does not take account of co-pollutants runs the risk of exacerbating existing 
disparities and thus running afoul of the nation’s commitment to environmental justice.

This study explores the issue of co-pollutants and co-benefits in carbon-pricing policies and draws con-
clusions that are both disturbing and hopeful. The disturbing news is that significant benefits could be 
lost by failing to address this issue in designing climate policies, and these losses would fall dispropor-
tionately on more vulnerable communities. But there is also some important good news: the problems 
are concentrated in certain sectors and emitters, suggesting that a relatively modest set of market-
constraining actions could yield big positive results.

Why Co-Benefits Matter
A large number of studies on the magnitude of air-quality co-benefits associated with climate policy 
have concluded that they are likely to be large. In fact, one study of carbon emissions reductions in the 
European Union found that “the welfare effects of climate policy seem to be positive even when the 
long-term benefits of avoided climate impacts are not taken into account.” Several studies in the Unit-
ed States have also found that there are potentially large health gains apart from those that arise from 
curbing climate change, particularly through reductions in coal-based electrical power. Indeed, inter-
national data from the World Bank on damages from emissions of particulate matter—an air pollutant 
that poses serious health risks—suggest that co-pollutant damages per unit of carbon dioxide emi- 
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ssions in the United States, while lower than in newly industrializing countries, are notably higher than 
in a number of  other high-income countries, including Germany, France, and Canada (see Appendix).

Perhaps as important as the scale of air-quality co-benefits is their immediacy. Although environmen-
talists may lament the failure of policy makers to think generations ahead, shifting the gains from 
climate policy forward in time can help to build political support to stay the course on tackling global 
warming. Indeed, in a recent California campaign to protect the state’s landmark 2006 global-warming 
legislation against an initiative funded largely by oil refiners, advocates found that stressing the policy’s 
immediate health benefits was highly persuasive, particularly among communities of color, who often 
feel the brunt of dirty air.

These communities also face what some have called a “climate gap”—a set of higher risks from cli-
mate change that run the gamut from a lack of shade cover (in “urban heat islands”) to a sharper hit 
from rising energy costs to inadequate disaster preparedness (as evidenced during Hurricane Katrina 
and several recent heat waves).

One California study has shown that large GHG emitters are also disproportionately located in com-
munities of color—even when controlling for differences in income. So there are good reasons to worry 
about what may occur when some facilities decide to clean up and others decide to buy out. Climate 
policy will bring about changes in the geographic location of co-pollutant burdens. There may, for ex-
ample, be intrafacility technological changes that reduce (or capture and sequester) CO2 emissions but 
increase emissions of co-pollutants. There are likely to be interfacility shifts, as in electricity generation 
when coal-fired plants decline in importance and natural-gas plants replace them. And there certainly 
could be intersectoral shifts, for example, between power plants and refineries, as in the stark example 
with which we began this executive summary.

One recent strand of literature suggests the differences between point-source facilities may not be all 
that important, because cancer risks from air toxics are driven primarily by mobile sources. Differences 
between point-source polluters—and which polluters choose to buy permits under cap-and-trade (or 
pay fees under a carbon tax) rather than cutting their emissions—will be a ripple in a larger ocean of 
air pollution. Of course, one person’s ripple is another community’s wave: in certain locations, station-
ary sources are quite important. But we also show in this study that the relative importance of point 
sources for neurological health effects and for particulate matter emissions is much higher than it is for 
the single measure of air-related cancer risk. Similarly, sulfur dioxide (SO2) and nitrogen oxides (NOX) 
emissions are more strongly associated with stationary sources. There is, in short, reason to be con-
cerned about both the size of the effects from interfacility differences and the geographic and social 
inequalities that might result.

Taking the Measure of Co-Pollutant Burdens 
Developing measures to gauge whether concern about co-pollutants in climate policy is not just 
theoretically interesting, but also empirically important is no easy task. The U.S. Environmental Protec-
tion Agency (USEPA) has finally assembled an inventory of GHG emitters across the country (under its 
Greenhouse Gas Reporting Program, or GHGRP), but the resulting data do not mesh readily with data 
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on co-pollutants reported in the agency’s National Emissions Inventory or with data on air toxics in its 
Risk-Screening Environmental Indicators (which take into account the inhalation toxicities of different 
chemicals and use a fate-and-transport model to analyze where such toxics end up and how many 
people they affect).

Going where most researchers have feared to tread—or, better put, sending out plucky graduate 
students as the initial scouts, and then enlisting them to grind through the mechanics of data assembly 
and Geographic Information System (GIS) mapping—we put together a unique data set that includes 
over 1,500 large facilities (which together account for two-thirds of the CO2 emissions reported in 
the GHGRP) for which we have matched data on SO2, NOX, PM2.5, and air toxics. For the first three 
co-pollutants we have the simple mass of emissions; for air toxics, we have not only the mass of emis-
sions, but also the toxicity-weighted mass and a score that takes into account the size of the impacted 
population. We also report a proximity-based version of the population-impact measure for PM2.5 
(particulate matter with a diameter of 2.5 micrometers or less, also known as “fine particles,” which are 
considered particularly hazardous, because they can penetrate deeply into the lungs).

Our first main finding is that co-pollutant intensity—the ratio of co-pollutant emissions, or damages, to 
carbon emissions—varies widely across pollutants, sectors, and firms. For example, power plants are 
responsible for nearly 80 percent of the CO2 emissions in our sample, but for a lower share of PM2.5 
emissions and for a markedly smaller share of the toxicity-weighted air toxics emissions and their hu-
man health impacts. Petroleum refineries, in contrast, account for less than one-tenth as much carbon 
emissions as the power plants, yet they have roughly the same air-toxics health impact. 

One can immediately see that any carbon-charge system in which refineries en masse buy their way 
out of cleanup and instead let all the emissions reductions come from power plants (or other sectors) 
would forego significant health benefits from reducing co-pollutants. This concern is heightened when 
we carry out an analysis of variations in co-pollutant intensity within industrial sectors. If facilities within 
a particular sector are all over the map, not just with regard to geography but also in their co-pollutant 
intensities, it could be best to go plant by plant in analyzing the health and equity impacts of climate 
policies such as cap-and-trade. As it turns out, refineries have the lowest variance, suggesting once 
again that this industry is of particular concern.

At the same time, it is important to look for outlier co-pollutant emissions producers. For example, in 
our sample, the top 1 percent of SO2 polluters are responsible for nearly one-quarter of the SO2 emis-
sions. The top 1 percent of the population-weighted PM2.5 producers are responsible for over one-third 
of the total. In general, we find high levels of disproportionality, in which some facilities are far more 
problematic than the “typical” facility. This is an important finding, because it suggests that specific 
policy attention to a small number of “bad actors”—bad in the sense of high co-pollutant impacts by 
virtue of the quantity and toxicity of their emissions and their proximity to vulnerable populations—
could likewise yield disproportionately positive results.
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Benefits and Burdens
In a carbon-pricing policy, such as the cap-and-trade system now being developed by the state of 
California, the cap offers widely shared benefits with regard to GHG emissions—no matter where you 
live, virtually everyone gains from climate protection. On the other hand, the effects are unequal with 
regard to co-pollutants—some places will see more reductions in, say, PM2.5 emissions than other plac-
es. This is inherent in a policy that gives polluters the option of paying to pollute rather than reducing 
their emissions.

One key question is whether there are systematic patterns of inequity in the distribution of co-pollut-
ant burdens by salient socioeconomic characteristics such as race, ethnicity, and income. To get at this, 
we looked at the share of PM2.5 and air-toxics burdens borne by different demographic groups by in-
dustrial sector. If co-pollutant exposures were evenly distributed across all racial, ethnic, and economic 
groups, these shares would correspond to their respective shares in the national population. 

In the case of air toxics, we find disproportionate exposures for African Americans in most sectors 
(the exceptions are nonmetallic mineral product manufacturing and paper mills), with particularly high 
shares of exposure in the petroleum-refining sector. Latinos are disproportionately burdened in four 
of the eight sectors, with chemical manufacturing and petroleum refining topping the list and power 
plants not far behind. Overall, petroleum refineries pose the most disparate air-toxics burden on 
people of color. They also pose the most disparate burden on the poor.

Refineries also top the list for disproportional impacts on minorities in the case of population-weighted 
PM2.5 emissions and rank second in disparate impacts on the poor. In only two sectors (paper mills and 
food manufacturers) is the minority share of the co-pollution burden less than the minority share of the 
population—and there is no sector in which the share of the poor in the burden is less than their share 
in the population.

Comparing these rankings to the sectoral sources of carbon emissions, we find that the three industrial 
sectors that produce the most carbon emissions—power plants, refineries, and chemical manufactur-
ing, which together account for more than 90 percent of industrial CO2 emissions in our sample—also 
have the most environmentally inequitable impacts on minorities with regard to the air-toxics measure 
and rank in the top five in population-weighted PM2.5. Any climate policy that reduces co-pollutants 
along with GHG emissions, therefore, is likely to reduce environmental disparities and thereby advance 
environmental justice objectives. By the same logic, any regulatory program that sacrifices air-quality 
co-benefits not only will forgo public health savings, but also is likely to violate the official federal di-
rectives to consider environmental equity in rule and decision making.

Many industrial facilities are clustered together. Such clustering of CO2 emitters is not consequential 
with regard to carbon—again, wherever you reduce a certain amount of carbon emissions, whether 
from a single industrial facility or from a group of facilities, the effect on climate change is the same. 
On the co-pollutant side, however, clustering can matter a great deal: if a cluster of facilities reduces 
its pollution rather than, say, buying emission allowances or offset credits, then the neighborhood 
would find its overall air quality substantially improved. 
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Where facilities cluster, the share of overall cancer and neurological risk from industrial point sources 
rises dramatically. This is particularly pronounced in three clusters we map in detail—in Houston, Los 
Angeles, and Pittsburgh—but our analysis of the data overall suggests that large GHG-emitting facili-
ties are likely important contributors to the health risk of their residential neighbors. This spatial analy-
sis provides further insight into the equity impacts of climate policy.

Looking Forward 
In our view, there is a strong case for integrating co-pollutants into climate-policy design on both 
efficiency and equity grounds. From an efficiency standpoint, failure to account for variations in air-
quality co-benefits across carbon emission sources is tantamount to leaving health-care dollars lying on 
the floor. From an equity standpoint, co-pollutant burdens lie at the critical interface between climate 
policy and environmental justice.

Our recommendations include suggestions for improving the informational basis for policy making and 
for how to incorporate co-pollutant impacts into climate-policy design. The recommendations are sum-
marized in Tables 1 and 2, respectively. 

Table 1: Recommendations to Improve Information for Policy Design

Policy Summary

Co-pollutant monitoring Climate policy implementation should be accompanied by monitoring of co-pollutant 
emissions. Remedial policies should be introduced if monitoring reveals the widening of 
disproportional co-pollutant impacts on low-income communities and minorities.

Synchronize facility  
identification codes

Databases of the U.S. Environmental Protection Agency and other government agen-
cies should include a consistent set of IDs for industrial facilities to improve the ability of 
researchers to analyze co-pollutant emissions in relation to carbon emissions.

Develop aggregate measures 
of co-pollutant impacts

Measures of co-pollutant impacts should be developed on a more granular neighborhood 
level, using fate-and-transport modeling of population exposures for criteria air pollutants 
for areas where monitoring is sparse, and combining this information with fate-and-trans-
port models for air toxics.

Environmental justice screening Environmental justice screening tools for the identification of disadvantaged communities 
should be developed to incorporate information on vulnerability to climate change.

Extend data collection and 
analysis to non-industrial  
sources of pollution

Spatial variation in the co-pollutant burdens posed by mobile sources, such as motor 
vehicles and aircraft, and by small point sources, such as dry cleaners and gas stations, 
should be analyzed, too.
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Some proponents of a cap-and-trade approach to GHG reduction have argued against the integration 
of co-pollutants into climate policy, contending that co-pollutants are already regulated and that bring-
ing them into a climate regime would unnecessarily complicate the construction of a new market and 
generate too many targets from a single policy. Although the existing regulatory regime may affect the 
extent of co-benefits, this does not mean that co-benefits from climate policy are inconsequential or 
irrelevant to climate-policy design. Moreover, the fact that co-benefits may be concentrated in certain 
key sectors and facilities suggests that administrative efficiencies are possible.

Another false dilemma is that posed between market and nonmarket mechanisms for pollution control. 
The climate debate has often focused on price-based policies, such as marketed permits or a carbon 
tax, partly because this is a new and intellectually exciting policy arena and partly because some are 
eager to capture the efficiencies and innovation incentives that price-based policies could provide. It is 
important to recognize, however, that quantitative controls on CO2 emissions will be important too and 
are complementary; indeed, the bulk of the emissions reductions from California’s Global Warming 
Solutions Act of 2006 (AB 32) will come from policies like the renewable portfolio standard for electric-
ity supply and low-carbon fuel standard for transportation fuels, with a smaller share coming from its 
cap-and-trade component. That said, some part of emissions reduction in California will come from 
carbon-pricing strategies, and in the future these could play an even larger role nationwide. 

Table 2: Recommendations to Improve Policy Outcomes

Policy Summary

Strengthen carbon emission 
reduction targets

Air quality co-benefits should be counted in setting policy objectives for carbon emission 
reduction.

Designate high-priority zones Climate policy design should include identification of high-priority zones where air qual-
ity co-benefits are especially large. Policy should ensure that emission reductions in these 
zones equal or exceed the average reductions achieved by the policy as a whole.

Designate petroleum refineries 
and chemical manufacturers as 
high-priority sectors

These two industrial sectors not only account for substantial carbon emissions but also for 
disproportionate shares of overall co-pollutant burdens and impacts on minorities and low-
income communities. Policy should ensure that emission reductions in these sectors equal 
or exceed the average reductions achieved by the policy as a whole.

Designate high-priority facilities Industrial facilities that rank in the top 5% in co-pollutant emissions should be designated 
as high-priority facilities for carbon emission reductions. Policy should ensure that emis-
sion reductions at these facilities equal or exceed the average reductions achieved by the 
policy as a whole.

Allocate a share of carbon 
revenues to community  
benefit funds

Part of the carbon rent generated by price-based climate policy instruments that is  
devoted to public investments should be allocated to community benefit funds to support 
environmental and public health improvements in disadvantaged communities.
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Measures that could enhance efficiency and equity as carbon-pricing policies are adopted include the 
following (with one drawn from our list of information improvements and the rest from our list of policy 
suggestions):

1. Strengthen carbon emission reduction targets: A large body of evidence has established 
that the impacts of co-pollutants on public health are substantial. Air-quality co-benefits there-
fore should be included in setting targets for carbon emissions reductions. The concept of the 
“social cost of carbon” should be expanded to include the social cost of co-pollutants. One 
result of incorporating this information into climate-policy design will be more ambitious carbon 
emissions reduction targets.

2. Develop mechanisms for co-pollutant monitoring: Climate-policy design should include pro-
visions for monitoring policy impacts on emissions of co-pollutants, particularly at facilities and 
locations with high emissions. Annual reviews of monitoring results should be conducted with 
a view to introducing remedial measures if the climate policy is found to widen the extent of 
disproportionate impacts of co-pollutants on minorities and low-income communities. Findings 
of absolute increases in co-pollutant burdens associated with climate-policy implementation 
should trigger immediate policy actions to ensure co-pollutant abatement. 

3. Designate high-priority zones: Climate-policy design should include identification of high-
priority zones where the co-benefits from reduced carbon emissions have the potential to be 
particularly large. In these zones, the policy should ensure that emissions reductions will equal 
or exceed the average level of reductions achieved by the policy as a whole. Insofar as the 
climate policy relies on price-based instruments, this can be achieved by introducing specific 
caps for these zones that limit the number of permits to be auctioned or allocated to facilities in 
these zones and prevent the purchase of offsets or permits from elsewhere.

4. Designate high-priority sectors and facilities: Petroleum refineries and chemical manufactur-
ers tend to have the biggest health impacts and the most disproportionate impacts on minori-
ties and the poor. Also, there is a high degree of disproportionality in co-pollutant emissions—
that is, a small number of facilities often account for a large share of emissions in a given sector. 
If this pattern is confirmed by more research, these sectors could be designated as high-pri-
ority; co-pollution reductions could be accelerated for them either by conventional regulatory 
instruments or by sector-specific emission caps that limit the number of permits allocated to 
these sectors and facilities and bar purchases of permits from other sectors and facilities.

5. Allocate a share of carbon revenues to community benefit funds: To ensure that disadvan-
taged communities that bear disproportionate air-pollution burdens obtain a fair share of the 
benefits from public investments in the clean energy transition, a fraction of the carbon rent 
generated by the use of price-based instruments in climate policy should be directed to com-
munity benefit funds to support environmental improvements and public health in these  
localities. Screening methods that incorporate social vulnerability to both pollution and climate 
change can be used to identify high-priority zones for such funds.
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Why have these relatively straightforward modifications to market-based climate policies not been fully 
considered? Policy makers and advocates may have felt overburdened by other issues: the debates 
over conventional regulations versus price-based instruments, the social cost of carbon, and even the 
scientific basis for climate change itself. But part of the answer may also lie in the marginalization of 
the constituencies that are most burdened by co-pollutants. 

In the end, this imbalance in policy priorities can be redressed only by ensuring that those advocating 
for environmental justice have a secure place at the climate-policy table. The benefit of this inclusion 
will be not only a more robust policy discussion, but also a wider base of support for the climate strate-
gies that will be necessary to cool a warming planet. Working together, we can ensure that climate 
policy helps to secure a better environment, greater efficiencies in implementation, and more equi-
table outcomes for all Americans.
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1. INTRODUCTION
A central objective in climate policy is to reduce the burning of fossil fuels—coal, oil, and natural 
gas—so as to curb emissions of carbon dioxide (CO2). In addition to climate benefits, this can generate 
“co-benefits” in the form of reduced emissions of other hazardous compounds generated in fossil-fuel 
combustion, such as nitrogen oxides (NOX), sulfur dioxide (SO2), particulate matter (PM), benzene, tolu-
ene, xylenes, and polycyclic aromatic hydrocarbons. Collectively these other compounds are termed 
“co-pollutants.”

Co-benefits are relevant to climate-policy design for three reasons. First, by augmenting the benefits 
from reduced CO2 emissions, co-benefits provide an efficiency rationale for more ambitious reduction 
targets. Second, if co-pollutant intensity—here defined as co-benefits per unit of carbon emissions—
varies across sources of CO2 emissions, there may also be an efficiency rationale for designing policies 
to achieve greater emissions reductions where co-benefits are higher. Third, insofar as co-pollutants 
tend to be concentrated in economically and socially disadvantaged communities, there is an equity 
rationale for incorporating co-benefits into policy design. 

The equity aspect is frequently overlooked, because the geographic distribution of greenhouse gas 
(GHG) reductions is not consequential: because climate change is a global problem and we all share 
the same atmosphere, reducing GHG emissions in any location will benefit the planet equally. How-
ever, insofar as GHG reductions go hand in hand with co-pollutant reductions, location can matter 
greatly to communities near major GHG sources. Because co-pollutants have clear and immediate 
health impacts, recognition of the magnitude and distribution of co-benefits can broaden and deepen 
support for climate policy among diverse sectors of the public and legislators.

Although the overall magnitude of co-benefits has received considerable attention in the climate-pol-
icy literature, little research has examined spatial and intersectoral variations in co-pollutant intensity 
and the implications of these variations for efficiency and equity. This paper reviews the available evi-
dence, identifies needs for further research, and points to viable policy options that can address these 
issues moving forward.

We specifically suggest that any carbon-pricing system—whether marketable permits or a carbon 
tax—should carefully monitor and track the co-pollutant impacts of decisions by polluters to either 
clean up or pay to pollute. Beyond that, we argue for more ambitious emissions reduction targets for 
industrial facilities known to have large co-pollutant health impacts, the implementation of zonal pollu-
tion restrictions to protect overburdened communities, and the creation of community benefits funds 
to improve environmental equity. We recognize that these provisions add to the complexity of carbon-
charge systems, but we argue that the public-health benefits are too large to ignore and that any 
system that does not take co-benefits into account is likely to encounter resistance among important 
constituencies of the public.

The study is organized as follows. Chapter 2 discusses why co-benefits matter for policy design. Chap-
ter 3 discusses conceptual and practical issues in the measurement of co-pollutant intensity that arise 
from the existence of different co-pollutants, different associated damages in different locations, and 
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the limits of currently available data. Chapter 4 examines variations in co-pollutant intensity, drawing 
upon national data from the United States on industrial point-source emissions. Chapter 5 considers 
spatial variations in co-pollutants, geographic clustering, and environmental justice impacts. 

Chapter 6 presents options for the incorporation of co-benefits into climate policy. Chapter 7 summa-
rizes our findings and offers concluding remarks.

2. WHY DO CO-BENEFITS MATTER?
To illustrate the real-world relevance of co-benefits, consider two substantial emitters of CO2 in Cali-
fornia. The first is the La Paloma power plant, a natural gas–fired electricity-generation facility that is 
sited about 40 miles west of Bakersfield, with fewer than 600 residents living within a 6-mile radius and 
no other major industrial facilities in the immediate vicinity. The second is the ExxonMobil petroleum 
refinery in Torrance, with about 800,000 residents living within a 6-mile radius and a number of other 
significant pollution sources located nearby (making residents of the area subject to what public-health 
researchers call “cumulative exposure”). According to 2008 data from the California Air Resources 
Board, both facilities emit roughly the same amount of CO2: 2.5 to 3 million tons per year (t/yr). But 
the Torrance refinery emits about 350 t/yr of particulate matter (PM), whereas the La Paloma plant 
emits about 50 t/yr.1 

With regard to the simple mass of PM emissions, the co-pollutant intensity of the Torrance refinery is 
roughly seven times higher than that of the La Paloma power plant. If in measuring co-pollutant im-
pacts, we consider the number of people living within a 6-mile radius, the co-pollutant intensity of the 
Torrance plant relative to that of the La Paloma plant increases further by a factor of roughly 1,300. 
Multiplying these together, and assuming that the strategies to reduce CO2 emissions result in a pro-
portional reduction in PM emissions, the co-benefits from a ton of CO2 emissions reductions are nearly 
10,000 times greater at the Torrance refinery than at the La Paloma power plant. If we also take into 
account differences in vulnerability arising from cumulative impacts of multiple pollution sources, the 
relative co-benefits of CO2 emissions reductions at the Torrance refinery would increase still further.

2.1 Efficiency Implications of Co-Benefits
This comparison makes the point that co-benefits can matter greatly across GHG pollution sources. 
Why, then, have they not been a greater part of the climate-policy debate? Partly this is because CO2 
is a global “public bad,” affecting the earth’s climate equally regardless of where it is emitted, and so 
policy makers typically assume that it doesn’t matter where emissions reductions are achieved: the 
marginal abatement benefit (MAB), or “social cost of carbon,” will be the same. Because marginal 
abatement cost (MAC), the cost of an additional unit of emissions reductions, is known to vary across 
sources, economists often advocate policy instruments such as a carbon tax or carbon permits that 
put a uniform price (or “carbon charge”) on emissions. Faced with this price, polluters will choose to 

1 These examples are taken from Pastor et al. (2010a).
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reduce their emissions up to the point where their MAC equals the charge. By equalizing MAC across 
different pollution sources, price-based policies are intended to yield any given level of emissions 
reductions at the lowest total cost. The efficient level of emissions reductions is achieved by a charge 
that equates MAC to MAB (see Figure 1).

In the presence of co-benefits, there is an efficiency case for increasing the carbon charge (by increas-
ing the carbon tax or equivalently by reducing the number of carbon permits) to achieve greater emis-
sions reductions than would be justified on the basis of the social cost of carbon alone. In other words, 
policy should aim to internalize both externalities—those from carbon emissions and those from co-
pollutant emissions—rather than only one of them.

In theory, if co-pollutant intensity were uniform across pollution sources, the total marginal benefit of 
abatement likewise would be uniform, and it would be efficient to apply the same increased charge to 
all polluters (see Figure 2).2 But in reality, as illustrated by the comparison between the two California 
facilities, co-pollutant intensity varies across sources and so the benefit of abatement varies too. The 
efficient level of CO2 emissions reductions thus can vary across sources not only due to differences in 
MAC, but also due to differences in MAB once co-benefits are included. 

This scenario of varying benefits is depicted in Figure 3 (where for simplicity we assume that both firms 
have the same MAC). As we will see, evidence on variations in co-pollutant intensity across industrial 
facilities in the United States suggests that this scenario is common. If so, this may call for more so-
phisticated policies to “price in” co-pollutants, particularly if the efficiency case for doing so is coupled 
with the criterion of fairness. First, however, we consider evidence on whether the co-pollutant prob-
lem is of a size that merits the serious attention of researchers and policy makers.

  

2 As Nemet et al. (2010) note, an alternative way to depict this result is to deduct co-benefits from the marginal abatement cost. The redefini-
tion of “abatement cost” as net of co-benefits may be useful if the policy issue is framed as minimizing the cost of attaining a previously 
chosen abatement level rather than choosing the optimum level of abatement.

$/ton

MAC1

E1 E2

MAC2

MAB

emissions abatement
(tons CO2 reduced)

Figure 1: Efficient Abatement with 
Variable Costs 
Faced with price-based incentives (such as emission 
taxes or purchased permits) for pollution abate-
ment, firms choose to reduce emissions up to the 
point where their marginal abatement cost (MAC) 
equals the marginal abatement benefit (MAB). MAC 
varies across firms; MAB, to which the policy maker 
aims to peg the tax or permit price, conventionally 
is assumed to be uniform. When price =MAB, firm 
2, which has a lower MAC, reduces emissions more 
than firm 1 (E2 > E1). The price-based incentive 
policy is designed to yield efficient (i.e., lowest total 
cost) emissions reductions.
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Figure 2: Efficient Abatement with  
Co-Benefits and Variable Costs 
Abatement of CO2 emissions generates co-benefits via 
abatement of co-pollutant emissions. Total marginal 
abatement benefit (MAB’) is greater than the marginal 
benefit from CO2 abatement alone (MAB). Efficient 
levels of abatement for each firm rise accordingly.

Figure 3: Efficient Abatement with  
Variable Co-Benefits and Uniform Costs 
If co-benefits from co-pollutant abatement vary across 
firms, so do the efficient levels of abatement vary, even 
if firms face the same marginal abatement costs (as 
depicted here for simplicity). When co-benefits are higher 
for firm 2 than for firm 1, the efficient level of abatement 
is higher, too (E2 > E1).
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2.2 Magnitude of Co-Benefits
A large number of studies on the magnitude of air-quality co-benefits associated with climate policy 
have concluded that they are likely to be large. In a review of more than a dozen studies of multiple 
locations, including industrialized and developing countries, Bell et al. (2008) conclude that there is 
strong evidence that the health co-benefits of policies to reduce GHG emissions are “substantial,” and 
that the results are “likely to be underestimates because there are a number of important unquantified 
health and economic endpoints.” In a survey of 37 studies from around the world, Nemet et al. (2010) 
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3 For discussion and a critique of this estimate, see Ackerman and Stanton (2010).

found a mean co-benefit of $49 per ton of CO2 (tCO2), with a range of $2–$196/tCO2. By way of com-
parison, the U.S. government’s Interagency Working Group on the Social Cost of Carbon (2010) put 
the “central value” of the benefit of climate-change mitigation at $19/tCO2, with a range of $5–$65/
tCO2.

3 

In a study of the co-benefits of carbon emissions reductions in the European Union conducted for the 
Netherlands Environmental Assessment Agency, Berk et al. (2006) find that the health co-benefits of a 
“stringent climate change policy scenario” in the European Union would be sufficient alone to offset 
the policy’s costs. “The welfare effects of climate policy seem to be positive,” they conclude, “even 
when the long-term benefits of avoided climate impacts are not taken into account” (emphasis add-
ed). A subsequent study by Bollen et al. (2009) modeled the health benefits from reduced emissions of 
particulate matter and concluded that “the discounted benefits of local air-pollution reduction signifi-
cantly outweigh those of global climate-change mitigation, at least by a factor of two.”

Groosman et al. (2011) analyzed health co-benefits of reduced emissions in the transport and electric 
power sectors that would result in the United States from adoption of a climate policy akin to the War-
ner-Lieberman bill that was proposed in the U.S. Senate in 2008. They conclude that “climate-change 
policy in the U.S. will generate significant returns to society in excess of the benefits due to climate 
stabilization.” The majority of co-benefits in their analysis come from reduced emissions of SO2 from 
coal-fired power plants. They estimate that the present value of co-benefits from the climate policy 
over a 25-year time horizon would total $90–725 billion. The marginal co-benefit range is $2–14/tCO2 
(in 2006 dollars). This is the same order of magnitude as the policy’s $9/tCO2 marginal abatement cost 
estimated by the U.S. Environmental Protection Agency (USEPA), which can be taken as an indicator of 
the bill’s implicit measure of the social cost of carbon.

The National Academy of Sciences (2009) estimates that air pollution from the burning of fossil fuels in 
the United States is responsible for roughly 20,000 premature deaths each year, translating into $120 
billion per year in health damages. This monetary estimate includes only the mortality impacts of crite-
ria air pollutants and does not include costs of morbidity (such as chronic respiratory ailments), health 
impacts from other co-pollutants, or health impacts from climate change. Muller et al. (2011) estimate 
that air pollution damages from coal-fired electricity generation in the United States exceed the indus-
try’s value added—not including damages from carbon dioxide emissions.

Holland (2010) notes that in addition to “output effects” from reduced use of fossil fuels, spillovers 
from climate policy may include “substitution effects” that could either increase or decrease emis-
sions of co-pollutants. For example, he states that an increase in combustion temperatures at natural 
gas–fired electricity-generation units “reduces CO2 emissions, but increases NOx emissions.” Testing 
for climate-policy spillovers using data from electricity generation in California, however, he finds that 
substitution effects are negligible compared to co-benefits arising from output effects.
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Of course, the magnitude of co-benefits depends in part on the regulatory regime for co-pollutants. If 
co-pollutant emissions are themselves constrained by a cap, as in the case of SO2 emissions from U.S. 
power plants, and the cap is binding tightly so that climate policy will not generate additional reduc-
tions, then there may be no immediate health benefit to be gained from explicitly incorporating these 
specific co-pollutants. However, even in the presence of a binding cap on emissions of a co-pollutant, 
climate policy can generate additional economic benefits via avoided future investments in co-pollut-
ant abatement (Burtraw et al. 2003). Moreover, in the case of most co-pollutants, regulation relies on 
emissions standards and mandated technologies, not caps, in which case climate policy will generate 
further emissions reductions and the attendant health benefits.

Air-quality co-benefits are more immediate than the longer-term benefits of climate-change mitigation, 
so their value is less sensitive to the choice of a discount rate (a factor by which future benefits are 
weighted relative to current benefits). At higher discount rates—that is, where actors value the present 
more highly—the value of co-benefits relative to the benefits of climate-change mitigation increases 
(Bollen et al. 2009). Moreover, because the air-quality benefits arrive more quickly than reductions in 
global warming, they tend to be “seen” by constituencies that can then become a political force for 
reducing GHG emissions. The political salience of co-benefits was recently demonstrated in the battle 
over Proposition 23 in California, an unsuccessful effort backed by oil companies to roll back the state’s 
tough new standards on GHG emissions (Lerza 2012). Although environmental advocates may wish 
that consciousness of the dangers of climate change and concern for the future of the planet were suf-
ficient to motivate policy, the California experience suggests that there are compelling political (as well 
as economic) reasons for incorporating co-pollutants into climate policy.

In an analysis of co-pollutant emissions from electricity-generation units (EGUs) and light-duty vehicles 
in the United States, Muller (2012) analyzes not only aggregate co-pollutant damages, but also varia-
tions across sources and locations. He estimates the average damage from co-pollutant emissions at 
EGUs is $62 per ton CO2, and concludes that “the effective damage from GHG emissions from these 
source types would increase dramatically if co-pollutant impacts are counted”; a policy reflecting these 
impacts hence would likely be “significantly more stringent” than one focused on GHG impacts in 
isolation. Disaggregating across sources, Muller finds substantial variations in co-pollutant damages. 
Per ton of CO2 emissions, the average co-pollutant damage from bituminous coal-burning EGUs, for 
example, is 34 times higher than from natural gas–fired units. Moreover, a small number of facilities 
(what statisticians would call “outliers”) account for a large fraction of the total damages: Muller con-
cludes that if co-pollutants were incorporated into an optimal climate policy, almost two-thirds of the 
welfare gain would come from just 1 percent of the pollution sources.

In sum, the co-pollutant benefits of climate policy are potentially quite large. Designing climate policy 
that seeks to capture those gains is desirable from the standpoints of both economic efficiency and 
public support for the policy. The case for integrating co-benefits into climate policy is further rein-
forced when we consider distributional impacts and the value of fairness.
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2.3 How Important Are Co-pollutants From Industrial Sources?
In a recent analysis of the role of industrial sources in cumulative cancer risks from air toxics, Adel-
man (2012) suggests that, in most U.S. locations, mobile sources and small sources (such as gas sta-
tions and dry cleaners) account for a considerably larger share of cancer risks. Focusing on census 
tracts with the highest cumulative cancer risks (about 3,100 tracts nationwide), he finds that “for about 
three-quarters of the tracts, industrial emissions accounted for less than 3 percent of the cumulative 
cancer risk” (Adelman 2012, p. 33). Although he notes that industrial sources may predominate in 
some locations with high pollution levels, he suggests that the overall pattern is one where industrial 
co-pollutant issues might not loom large in climate-policy design, and that because of the concentra-
tion of important sources in a few locations, implementing limited remedial policies such as enhanced 
monitoring and zonal restrictions on permit trading in these cases would not be difficult, a point to 
which we return in Chapter 6.

To investigate further the relative importance of industrial sources in overall air-pollution burdens, we 
first examined data from the 2005 National-Scale Air Toxics Assessment (NATA), the main data source 
used by Adelman (2012). NATA models air toxics from multiple sources to derive census-tract-level 
estimates of cancer risks and potential noncancer health effects, including respiratory risk and neuro-
logical risk.4 Using these data, we calculated the contribution of each source type to estimated cancer, 
respiratory, and neurological risk for (a) the average census tract, (b) the census tract of the average 
person (i.e., the population-weighted average), (c) the census tracts containing the top 10 percent of 
the population with regard to risk, and (d) the census tracts containing the top 1 percent of the popu-
lation with regard to risk.5 The results of the analysis are presented in Table 3. Consistent with Adel-
man’s analysis, the table shows that for air toxics, industrial point sources are not the major contribu-
tors to cancer risk.6  

Focusing solely on NATA’s assessment of the cancer risk from air toxics, however, may be misleading 
if our aim is to assess the broader question of the importance of co-pollutants from industrial sources. 
As shown in Table 3, industrial sources are major contributors to neurological risk, particularly in those 
census tracts with the highest neurological risk overall. More important, NATA was designed specifical-
ly to model air toxics for which the USEPA has no active monitoring—and thus it leaves out, by design, 

4 Sources include point, nonpoint, on-road mobile, nonroad mobile, background, and secondary formation and decay (referred to as 
“secondary” in Table 2.1 below). For more information, see: http://www.epa.gov/ttn/atw/nata2005/05pdf/nata_tmd.pdf. In our past use of 
NATA (e.g. Pastor, Morello-Frosch, and Sadd, 2005), we have used alternate risk estimates generated by applying chemical-specific potency 
estimates from the California Office of Environmental Health Hazard Assessment (OEHHA) when they differed from those used by USEPA 
(or were not included in the USEPA’s NATA risk estimation procedure altogether). The biggest difference between the chemical potency 
estimates from the OEHHA and those employed by USEPA is that OEHHA includes diesel particulates in their estimation of cancer risk and 
USEPA (and hence Adelman) does not. For this exercise, however, we used the “off-the-shelf” NATA risk estimates so that our results can be 
compared more directly with those of Adelman (2012).

5 To be consistent with the geography of the NATA data–2000 census tracts – population information was taken from the 2000 5-year Ameri-
can Community Survey (ACS) summary file.

6 It is also possible to calculate respiratory risk from the NATA, but the pattern there is similar to cancer risk, and Adelman (2012) focused only 
on cancer risk; we also look at neurological risk, because the pattern of the contributing role of point sources is quite different there.
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Table 3: Distribution of Risk from the 2005 National-Scale Air Toxics Assessment  
by Source and Risk Type

Source Type

Point Area Onroad Nonroad Background Secondary Total

Cancer Risk
For the average U.S. census tract

Simple average 3% 12% 12% 5% 24% 45% 100%

Population-Weighted Average 2% 11% 12% 5% 24% 46% 100%

For highest-risk U.S. census tracts     
Tracts containing 10% of pop. at highest risk 4% 19% 25% 10% 14% 29% 100%

Tracts containing 1% of pop. at highest risk 3% 22% 28% 13% 9% 24% 100%

Respiratory Risk
For the average U.S. census tract

Simple average 2% 21% 19% 10% 1% 47% 100%

Population-Weighted Average 2% 22% 19% 10% 1% 47% 100%

For highest-risk U.S. census tracts

Tracts containing 10% of pop. at highest risk 1% 29% 25% 12% 0% 32% 100%

Tracts containing 1% of pop. at highest risk 0% 46% 15% 14% 0% 25% 100%

Neurological Risk
For the average U.S. census tract

Simple average 11% 26% 10% 7% 47% 0% 100%

Population-Weighted Average 10% 26% 10% 7% 47% 0% 100%

For highest-risk U.S. census tracts

Tracts containing 10% of pop. at highest risk 23% 40% 14% 7% 16% 0% 100%

Tracts containing 1% of pop. at highest risk 42% 44% 4% 4% 6% 0% 100%

the health effects of criteria air pollutants for which there is monitoring. Stationary sources are respon-
sible for a large share of harmful criteria pollutants. Nationwide, nearly 95 percent of SO2 emissions 
and over 40 percent of NOx emissions come from stationary sources (see Table 6).

We can also calculate the relative industrial contribution of PM2.5, a pollutant associated with prema-
ture death, decreased lung function, and asthma, using data from the USEPA’s National Emissions 
Inventory for 2008. We do so in Table 4. The main contributors to PM2.5 are dust, agriculture, and 
fires. However, none of these sources would come into a cap-and-trade or other carbon-pricing policy 
(although guarding against climate change will reduce fire probability). What would come under any 
pricing strategy are industrial point sources, including power plants, as well as mobile sources and resi-
dential fuel combustion. Industrial sources altogether account for more than 14 percent of the nation’s 
PM2.5, compared to about 9 percent from mobile sources and 6 percent from residential fuel.  



9

Finally, although Adelman’s study addresses an interesting question—how important are industrial 
co-pollutants to reducing cancer risk from air toxics?—for our purposes this is not the relevant policy 
issue. Instead, the issue is this: if we are to have a cap-and-trade or other carbon-pricing system, are 
there important health co-benefits potentially left unattained? Given the significance of industrial 
sources in the neurological risks from air toxics and in emissions of the criteria air pollutants that would 
be impacted by carbon pricing, we think the answer to this question is a resounding yes.

In this study we focus on industrial sources not only because these account for an important share of 
air-pollution burdens in some highly polluted locations (including places with concentrations of GHG 
emitters, as we will see in Chapter 5), but also because industrial facilities have been of major concern 
in the environmental justice literature, and because relatively rich databases are available to document 
variations in co-pollutant intensity among industrial sources. Our aim here is not to produce a compre-
hensive mapping of co-pollutant burdens from all sources, but to illustrate the possibilities and data re-
quirements for integrating co-pollutants into climate policy. The collection and analysis of comparable 
data on emissions from mobile sources and smaller point sources will also be vital for policy design.

2.4 Distributional Incidence of Co-Benefits
In the past three decades, a substantial body of literature has examined the relationship between pol-
lution burdens and socioeconomic status in the United States. The bulk of these studies have found 
that people of color and low-income communities tend to bear disproportionate burdens, even when 
controlling for the other factors that may help to explain the pattern of facility location or levels of 
ambient air pollution, such as industrial land use or population density.7 Although there remain many 

7 For literature reviews, see Szasz and Meuser (1997), Pastor (2003), Boyce (2007), Mohai (2008), and Morello-Frosch et al. (2011). In a 
metastudy of various research efforts, Ringquist (2005) concludes that the disparities are more consistent and statistically significant with 
regard to race than to income.

Table 4: Tons of PM2.5 by Sector in 2008 

Tons %
Dust 1,312,722 21.6%

Agriculture 930,989 15.3%

Fires 1,766,309 29.1%

Fuel Combustion

Comm/Indus/Elec Generation 448,973 7.4%

Residential 355,546 5.9%

Industrial Processes 412,719 6.8%

Mobile 540,350 8.9%

Solvent 3,796 0.1%

Miscellaneous 294,681 4.9%

Total 6,066,086 100%

Source: National Emmissions Inventory (2008),

http://www.epa.gov/ttn/chief/net/2008inventory.html.
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outstanding methodological issues in this work—including the degree of acceptable risk, the measure-
ment of socioeconomic status, the longitudinal nature of siting versus move-in, and the role of spatial 
clustering in multivariate analysis—the conclusion is clear: disparities do exist.

A mandate to do something about them also exists. Even as research on environmental disparities 
was in its early phase, President Bill Clinton issued an Executive Order in 1994 mandating each fed-
eral agency to take steps to identify and rectify “disproportionately high and adverse human health or 
environmental effects of its programs, policies, and activities on minority populations and low-income 
populations.” Many state agencies also operate under state environmental justice mandates, as in the 
case of the California Environmental Protection Agency (Cal/EPA); others have been motivated to con-
sider environmental justice dimensions of their policies by Title VI of the Civil Rights Act, which prohib-
its state agencies that receive federal funds from discriminating on the basis of race. 

Does this pattern of racial and income disparities exist in the case of co-pollutant exposures? Using 
California Air Resources Board data on emissions of PM10 (particulate matter 10 micrometers or less 
in diameter) and NOX from 146 facilities in three important CO2-emitting industrial sectors—power 
plants, petroleum refineries, and cement plants—Pastor et al. (2010a, 2010c) analyze the demographic 
correlates of co-pollution exposure. Their findings suggest that people of color are more likely than 
non-Hispanic whites to reside in close proximity to these facilities—even controlling for household 
income (see Figure 4). Analyzing emissions data, people of color also are more likely to reside near 
facilities posing greater co-pollutant burdens. Using a simple index of facility-level co-pollutant burden 
(tons of PM10 emissions multiplied by the number of people living within a given distance of a facility), 
they find that a relatively small number of facilities are responsible for a lion’s share of the racial and 
ethnic disparities, with refineries topping the list. 
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As we show below, the national pattern is broadly consistent with the California finding that refineries 
pose the most disproportionate co-pollutant burden by race/ethnicity. We also find that a relatively 
small number of facilities contribute a large share of the overall risk. This suggests that co-pollutant 
abatement (or lack thereof) among a small number of facilities and/or sectors could largely determine 
any progress (or regress) in the realm of environmental justice associated with climate-policy imple-
mentation. It also implies that big gains on the equity side could be ensured with relatively modest 
sectoral and/or facility-level adjustments to any carbon-pricing program.

Even without targeted interventions, the uneven incidence of co-pollutant burdens implies that the 
co-benefits of climate policy could advance the cause of environmental justice. If emissions reductions 
were constant (as a percentage of current emissions) across facilities, communities that bear larger 
burdens would gain larger co-benefits. The explicit integration of co-benefits into policy design could 
further advance this goal as well as build popular support for GHG reductions overall. In contrast, the 
neglect of co-benefits in policy design not only would fail to take full advantage of these opportuni-
ties, but also could exacerbate disparities if the pattern of emissions reductions turns out to be biased 
against overburdened communities.

The importance of environmental equity is heightened by the fact that low-income communities and 
people of color also face a “climate gap” in that they bear a disproportionate share of the likely bur-
dens of climate change (Shonkoff et al. 2011). One simple measure: communities of color in California 
are far more likely to live in or near “heat islands,” places where the effects of warming are exacerbat-
ed by lack of trees and shade. At the same time they are less able to afford air-conditioning. With the 
planet likely to warm even as we begin to tackle our GHG emissions, the weight of this disproportion-
ate burden will grow. 

2.5 Could Climate Policy Lead to Increases in Co-Pollutant Burdens?
The magnitude of co-pollutant damages and their uneven distribution imply that integrating co-
benefits into climate policy could have payoffs in the areas of both efficiency and equity. A policy that 
ignores co-benefits would be inefficient in two respects: it would choose suboptimal emissions reduc-
tion targets overall, and it would in effect leave health-care dollars lying on the floor by failing to take 
account of differences in total abatement benefits across emission sources. On the equity side, it could 
also widen the preexisting disparities in co-pollutant exposures across communities, including dispari-
ties correlated with race and income, if the resulting emissions reductions are smaller in more polluted 
locations. 
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The distributional risk would be even more troubling if climate policy leads to increased co-pollutant 
burdens in certain places, rather than simply to uneven reductions across our landscapes. There are 
several ways in which some locations could see absolute as well as relative increases in emissions as a 
result of climate policies that do not take the co-pollutants into account: 

1.  Intra-facility technological change: Changes in how fossil fuels are burned may reduce CO2 
emissions, but increase emissions of co-pollutants. For example, as noted above, increasing 
combustion temperatures at natural gas–fired electricity-generation units can reduce CO2 emis-
sions, but increase NOX emissions. And if carbon capture and sequestration (CCS) technologies 
were to become feasible, their additional energy requirements could generate increased co-
pollutant emissions even as CO2 emissions decline.

2.  Interfacility shifts: One potential result of climate policy is a shift from coal to natural gas for 
electricity generation over the medium term, since the latter produces roughly twice as much 
electricity per ton of CO2 emissions (IEA 2011, p. 39).8 This could happen sooner rather than 
later given a recent rule proposal by the Obama administration that would set a limit on GHG 
emissions per megawatt-hour from new power plants (Barringer 2012). Assuming that the shift  
from coal to natural gas also entails a shift in the site of power generation, the result will be an 
increase in co-pollutant burdens in the specific places where gas-fired generation facilities are 
located.

3.  Transportation fuel shifts: Similar displacement occurs in transportation fuels. In the United 
Kingdom, the introduction of vehicle taxes based on CO2 emission rates has spurred greater 
use of diesel-powered vehicles that emit less CO2 per mile (about 70 percent as much as gas-
oline-powered vehicles), but more particulate matter.9 Mazzi and Dowlatabadi (2007) estimate 
that the shift to diesel-fueled cars in the United Kingdom will cause 20–300 additional deaths 
annually in the two decades from 2001 to 2020.10

8 For this reason, natural gas is often touted as a “bridge fuel” in climate policy. However, methane leakages in natural-gas production and 
consumption could more than negate its advantages with regard to CO2 emissions. For discussion, see Wigley (2011).

9 Walsh (2008) notes that the higher co-pollutant intensity of diesel-powered vehicles in Europe is attributable to weaker diesel car emission 
standards than those in the United States and Japan, and that low-sulfur fuels coupled with high-efficiency exhaust-gas filters can reduce PM 
emissions to levels similar to or even below those of gasoline-powered vehicles.

10 Two additional ways that climate policy could trigger increased pollution in some locations deserve mention, although these fall outside 
the scope of the present study. First, the policy could lead to the relocation of production to sites outside the regulated jurisdiction (i.e., 
to other states or countries with no regulation or weaker regulation), a phenomenon sometimes called “carbon leakage.” Co-pollutant 
emissions would be relocated along with carbon emissions, and both would rise in the less regulated area. One policy remedy to leakage is 
“carbon cost leveling,” border price adjustments that reduce or eliminate incentives for leakage (Economic and Allocation Advisory Com-
mittee 2010; Grubb 2011). Second, production activities associated with investments in energy efficiency (such as insulation) and renewable 
energy (such as windmills and photovoltaics) generate pollution too, as does the production of equipment for the extraction and combustion 
of fossil fuels.
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11 See USEPA, Chemical Emergency Preparedness and Prevention Office, “List of Lists: Consolidated List of Chemicals Subject to the Emer-
gency Planning and Community Right-to-Know Act (EPCRA) and Section 112® of the Clean Air Act” (http://www.epa.gov/ceppo/pubs/title3.
pdf).

12 In addition, the USEPA’s recent mercury rule and cross-state pollution rule are likely to curtail these exclusions. 

13 The elimination of lead from vehicle emissions was a notable exception, made possible by the fact that lead was a gasoline additive. 

These possibilities imply that some “hot spots” could see increased emissions. Fowlie et al. (2011) 
show that some absolute increases did occur in the NOX trading program in southern California. In the 
case of climate policy, absolute increases may be less likely than uneven reductions in co-pollutants 
across locations. Some might argue that as long as the policy does not lead to absolute increases in 
co-pollutant emissions anywhere, it results in the pollution equivalent of a Pareto improvement: some 
may benefit more than others, and relative inequality in pollution burdens may widen, but in absolute 
terms no one would be worse off. We believe that pure equity considerations are important, however, 
and that consideration of equity issues can build support among constituencies that matter for policy 
change. We also believe, as mentioned, that it would be inefficient to leave potential health gains to 
one side if they can be achieved with modest shifts in carbon-pricing policies.

2.6 Interactions Between Climate Policy and Existing Regulations
Some proponents of a cap-and-trade approach to GHG reduction argue that co-pollutants are already 
regulated, and that bringing them into a climate regime would unnecessarily complicate the construc-
tion of a new market. We acknowledge that the existing regulatory regime may affect the extent of  
co-benefits, but that does not mean that co-benefits from climate policy are inconsequential or irrel-
evant to climate-policy design. Three regulatory regime settings can be distinguished:

1. Unregulated co-pollutants: Many air toxics are not regulated. Fewer than half of the chemicals 
reported in the USEPA’s annual Toxics Release Inventory, for example, are subject to USEPA re-
strictions on point-source emissions.11 In cases where regulatory standards do exist, moreover, 
some facilities are exempted by virtue of their vintage (having been built prior to introduction 
of regulations), size (small), or location (in areas that meet overall air-quality standards). For ex-
ample, coal-fired power plants that together account for 37 percent of U.S. capacity still had no 
emissions control equipment in place as of 2010 (Credit Suisse 2010, p. 20). These exclusions 
will not apply to USEPA regulation of GHG emissions from power plants now being formulated 
under the Clean Air Act (CAA), and as a result they will “reach some existing sources that have 
thus far escaped direct federal regulation” (Kaswan 2012, p. 55).12

2. Regulated co-pollutants: Even the strongest of our current environmental regulations—federal 
regulations applied to “new sources” in nonattainment areas, and state regulations in Califor-
nia—do not completely eliminate co-pollutant emissions from fossil-fuel combustion.13 Even if 
existing regulations were economically efficient in the sense of equating the marginal cost of 
abatement to a well-defined monetary measure of marginal benefits, the carbon emissions re-
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3. MEASURING CO-POLLUTANT INTENSITY
The review of evidence in the previous chapter suggests that the air-quality co-benefits from climate 
policy will be quantitatively significant. It also points to the importance of advancing our understand-
ing of variations across sources and locations in co-pollutant intensity—that is, co-pollutant damages 
per ton of CO2 emissions—for the design of efficient and equitable climate policies. This requires us to 
grapple with the conceptual and practical challenges of measuring co-pollutant intensity. We now turn 
to these issues.

ductions achieved via energy efficiency or conversion to alternative energy sources would bring 
about additional co-pollutant reductions.14 Given that the stringency of regulation is in part a 
response to the severity of the pollution problem the regulations address, the co-benefits from 
reduced emissions of regulated pollutants may be just as significant as those from reduced 
emissions of currently unregulated pollutants.

3. Co-pollutants subject to a cap: There is one special case in which carbon emissions reductions 
could fail to reduce emissions of co-pollutants. If co-pollutant emissions themselves are already 
regulated by a cap-and-permit system and two additional conditions are met, there could be 
no further reduction in co-pollutants from carbon emissions reductions. The two additional 
conditions are that, first, the existing cap must act as a binding constraint on current emissions 
of the co-pollutant (which is not invariably true) and, second, there must be technological pos-
sibilities for reducing carbon emissions without simultaneously reducing co-pollutant emissions 
(thereby raising co-pollutant intensity per ton of carbon). In the case of SO2 emissions from 
power plants, for example, reduced burning of coal in response to climate policy would ease 
pressure on the existing SO2 cap, and firms could respond by shifting to coal with a higher sul-
fur content. 

The fact that climate policy will generate co-benefits via reduced emissions of co-pollutants, notwith-
standing current regulations on the latter, is underscored by the conclusion of the National Academy 
of Sciences (2009), cited above, that co-pollutants currently result in roughly 20,000 premature deaths 
annually in the United States. These fatalities occur under our actually existing regulatory regime.15  
With reduced burning of fossil fuels brought about by climate policy, some of these deaths would be 

14 Putting a monetary value on these benefits, including reduced morbidity and mortality, is controversial. For discussions of how this is done, 
see Dorman (1996) and Viscusi and Aldy (2003). For contrasting views on the use of cost-benefit analysis for this purpose, see Ackerman and 
Heinzerling (2005) and Revesz and Livermore (2008). 

15 In part, this reflects the fact that air-quality standards are not always met. In southern California and the San Joaquin Valley, for example, it 
is estimated that failure to meet federal clean-air standards leads to nearly 4,000 excess deaths and more than $28 billion in costs annually 
(Hall et al. 2008). 
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Table 5: Shares of Industrial Stationary-Source Emissions from Fuel Combustion and Other  
Processes, National Level, 2011 

NOX PM2.5 SO2

Fuel combustion 75.7% 40.4% 87.6%

Other processes 24.3% 59.6% 12.4%

Source: Calculater from USEPA (2011b).

16 More than 95 percent of gasoline sold worldwide is now lead-free, but Walsh (2008) reports that leaded gasoline continues to be sold in a 
number of North African, central European, and Asian countries.

3.1 Narrow Versus Broad Definitions
Definitions of co-pollutant intensity can differ in the breadth of processes linked to fossil-fuel com-
bustion. At the narrow end of the spectrum, co-pollutants refer solely to emissions generated by the 
burning of the fossil fuels themselves. A slightly broader definition also includes emissions generated 
during combustion by virtue of fuel additives, such as lead or the lead substitute methylcyclopentadi-
enyl manganese tricarbonyl (MMT) in gasoline.16 

A still broader definition includes other emissions attributable to fossil-fuel production or fossil-fueled 
economic activities. In the case of natural gas, for example, it could include the air emissions gener-
ated by wells developed by means of hydraulic fracturing (“fracking”). In the case of automobiles, it 
could include pollution resulting from the degradation of tires and brake linings. At the broadest end 
of the spectrum, in an economy that is heavily reliant on fossil fuels it could include a large fraction of 
total pollution nationwide.

The magnitude of the difference between the narrow and broad measures depends on the specific 
co-pollutant and its sources. Data from the USEPA (2011b) for emissions of NOX, PM2.5, and SO2 
from industrial facilities nationwide indicate that the share of fossil-fuel combustion in total emissions 
ranges from 40.4 percent in the case of PM2.5 to 87.6 percent in the case of SO2 (see Table 5). A matrix 
showing how these ratios vary by sector as well as by co-pollutant would be a useful input into policy 
analysis. In the electrical power sector, for example, the vast majority of co-pollutants are generated by 
fuel combustion itself, and so the difference between co-pollutant intensities measured by the narrow 
and broad definitions is minor. But the same is not true for cement manufacturing, where substantial 
PM emissions result from physical attrition of raw materials such as limestone, clay, and sand. We do 
not know of any data source that systematically disaggregates sector-level or facility-level emissions of 
co-pollutants into emissions from fossil-fuel combustion and nonfuel emissions.
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For some policy purposes the narrow definition, perhaps expanded to include co-pollutants resulting 
from fuel additives, may be most useful. If climate policy were simply to reduce fossil-fuel combustion, 
without at the same time reducing the scale of associated activities such as cement manufacturing or 
car driving and therefore without reducing nonfuel emissions that result from these activities, the nar-
row definition would be the appropriate measure. But one way that climate policy is likely to curb car-
bon emissions is precisely by reducing the extent of carbon-intensive activities, like driving cars. Insofar 
as reductions of this type occur, it is not a great conceptual stretch to define the resulting decrease in 
nonfuel emissions as a co-benefit of climate policy too and to include these in the definition of co-
pollutant intensity.

In principle, therefore, choosing the appropriately narrow or broad definition of co-pollutant intensity 
hinges on degree to which reduced carbon emissions are achieved via energy efficiency and/or con-
version to nonfossil energy sources (so that the same economic activities continue with their result-
ing emissions) or via reductions in the activities that are fossil-fueled. Both are plausible, and the mix 
between them is likely to vary from case to case. If so, the narrow definition can be considered to be 
a lower-bound measure of the co-benefits from reduced emissions of co-pollutants, while the broad 
definition provides an upper bound.

In practice, data availability may drive the choice of measures. As noted, the available data on co-pol-
lutant emissions from U.S. industrial facilities, the focus of this study, generally refer to total emissions 
rather than emissions from fossil-fuel combustion alone. Hence we report broad measures of co-pollut-
ant intensity.

3.2 Choice of Numerator
Choosing the numerator for co-pollutant intensity measurement requires decisions on which co-
pollutant(s) to analyze, the method of aggregation across pollutants when more than one are com-
bined in a single measure, and the units in which co-pollutant impacts are expressed. 

The choice of which co-pollutants to measure is driven by policy relevance and data availability. The 
simplest measures refer to a single co-pollutant, like particulate matter (PM) or nitrogen oxides (NOX), 
enumerated in terms of sheer mass (e.g., tons). We report data for several such measures in the follow-
ing chapters.

The simplest method to aggregate co-pollutants is to add up their mass, as is sometimes done for 
emissions of hundreds of different chemicals from industrial facilities that are reported annually in the 
USEPA’s Toxics Release Inventory (TRI). A shortcoming of this method is that, pound for pound, some 
chemicals are far more hazardous than others. To address this problem, one can assign weights to dif-
ferent chemicals based on their relative toxicity. Another extension—and one with important implica-
tions for public health—is to take into account the number of people impacted and their vulnerability 
to adverse health effects. 
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A fundamental question is whether to incorporate population density into impact measurement. As 
illustrated by the comparison between the La Paloma power plant and the Torrance refinery in Califor-
nia, with which we opened Chapter 2, the number of people impacted by emissions can vary greatly. 
If we want to assess statistical risk to individuals, regardless of whether they happen to reside in a 
densely or sparsely populated location, then population density is not relevant. However, if we want 
to assess total human health effects—such as the predicted number of premature deaths—population 
density is clearly relevant. 

There is no “right” or “wrong” answer to the question of which measure is more appropriate, as it pos-
es an ethical dilemma resulting from the tension between two distinct normative criteria. On the one 
hand, few would argue that health risks to individuals are more acceptable if the individuals happen to 
live in rural areas rather than in cities. On the other hand, most would agree that the release of a given 
amount of pollution in Manhattan is more consequential than the same release in the middle of a 
desert, a logic that presumably influenced the U.S. government’s decision to conduct atomic weapons 
tests in the deserts of the Southwest rather than in the metropolitan areas of the Northeast.

The ethical dilemma is illustrated by the following comparison: using the criterion of total human 
health impacts, a one-in-a-million increase in cancer risk in Manhattan (with a population density of 
67,000/mi2) would count more than a one-in-a-hundred increase in Wyoming (with a population den-
sity of 6/mi2)—whereas using the criterion of risk to individuals, the latter is worse by four orders of 
magnitude. Rather than relying entirely upon one measure or the other as the appropriate basis for 
policy making, a more nuanced response to this dilemma would be to incorporate both in a multicrite-
ria decision analysis, acknowledging potential tradeoffs between them. 

In the case of point-source emissions from industrial facilities, one simple way to incorporate popula-
tion density into impact measures is to count up census data on the number people living within a 
given radius of the facility. Since different radii may generate different rankings, this requires an answer 
to the question, “How near is ‘near’?” Moreover, individuals living within the same radius may be very 
differently affected depending on wind patterns and other factors that determine where emissions are 
inhaled. 

Fate-and-transport models address both problems by estimating population exposures taking into ac-
count such factors as stack heights, prevailing winds, and chemical decay rates. These models require 
considerably more information and computational sophistication. As a result, researchers often simply 
draw buffers of different lengths and consider the population living within the relevant radii (see, e.g., 
Pastor et al. 2010a, 2010c). This has been the standard approach in much of the environmental justice 
literature (Mohai and Saha 2006).

The USEPA’s Risk-Screening Environmental Indicators model, discussed in more detail in the next 
section, incorporates fate-and-transport modeling for point-source releases of air toxics, using 1-km2 
grid cells as the spatial unit for measurement of exposure and impacted populations. This level of 
resolution facilitates quite fine-grained analysis of environmental justice as well as aggregate pollution 
impacts, as we illustrate below. Similarly, Muller and Mendelsohn (2009) use the Air Pollution Emission 
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Experiments and Policy model, in which counties are the receptor spatial unit, to generate source-spe-
cific measures of damages from criteria air pollutants. They find that population density and (in urban 
areas) stack height have strong effects on damage estimates.

A final numerator issue arises from the fact that not everyone is equally vulnerable to pollution. Chil-
dren, for instance, generally are more vulnerable than adults, and in some cases there are differences 
between men and women. Apart from biological factors, moreover, there are social and environmental 
ones. People who are unable to afford pollution-avoidance strategies, like air conditioners, are more 
vulnerable. People who have less access to medical care are more vulnerable. And people who live in 
communities with greater cumulative impacts from multiple pollution sources and already suffer from 
ill health as a result may be more vulnerable to any additional pollution load. These considerations can 
be added in a social vulnerability layer of the analysis. In this study we do not attempt to include them, 
confining our analysis to the other issues in choosing a co-pollution numerator.

3.3 Measuring Intensity
Co-pollutant intensity can be measured at multiple scales, ranging from the micro level (e.g., an indi-
vidual facility) to the macro level (aggregating all sources in a given spatial unit, such as a state or a na-
tion). In policy analysis, meso levels that aggregate subsets of sources (e.g., all facilities within a given 
industrial sector) also can be of interest. 

Data availability limits the measures of co-pollutant intensity that can be constructed at any given level. 
One recommendation that emerges from this study is that data availability ought to be expanded to 
aid researchers, concerned communities, and policy makers, among other ways through the standard-
ization of facility codes, so that different sorts of emissions can be linked in order to analyze the overall 
impact of a facility. Thus far, the collection of data on CO2 emissions has been largely independent of 
the collection of data on co-pollutants. The construction of co-pollutant intensity measures therefore 
requires merging data from multiple sources, a task complicated by differences in coverage, defini-
tions, identification codes, and timing. 

Here we describe the most important data sources on emissions of CO2, criteria air pollutants, and air 
toxics from U.S. industrial facilities. In the next chapter, we describe the procedure by which we have 
linked together these disparate datasets.

CO2 Emissions
In January 2012 the USEPA’s Greenhouse Gas Reporting Program released the first inventory of GHG 
emissions from large industrial facilities in the United States. The data cover emissions of CO2 and five 
other GHGs from 6,157 facilities in the year 2010. They are based on annual reports that major  
emitters are required to submit under the EPA’s Mandatory Reporting of Greenhouse Gases Rule, 
which was issued in response to a provision in the 2008 Consolidated Appropriations Act (H.R. 2764; 
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17 The dataset can be downloaded at http://epa.gov/climatechange/emissions/ghgdata/index.html. For details on the GHG reporting pro-
gram, see http://epa.gov/climatechange/emissions/ghgrulemaking.html. For brief descriptions of this and other USEPA data sources on GHG 
emissions, see http://epa.gov/climatechange/emissions/ghgdata/datasets.html. 

18 See http://www.epa.gov/ttn/chief/net/2008inventory.html. 

19 The list is available at http://www.epa.gov/ttn/atw/188polls.html. The term “hazardous air pollutants” is sometimes used more restrictively 
to refer to the regulated subset of air toxics.

Public Law 110–161), an Act intended to collect accurate and timely GHG data to inform future policy  
decisions. According to the USEPA, the dataset accounts for more than half of total U.S. emissions of 
GHGs and provides “nearly complete” coverage for major emitting sectors such as power plants and 
refineries.17

Prior to January 2012, more fragmentary data on CO2 emissions from industrial facilities were reported 
in the 2008 edition of the National Emissions Inventory (NEI). The NEI is compiled every three years by 
the USEPA, relying primarily on data provided by state and local authorities on emissions of criteria air 
pollutants and hazardous air pollutants.  Historically, the NEI has not included information on CO2, but 
in 2008 a number of state agencies voluntarily reported data on CO2 emissions levels for a subset of 
facilities, and the NEI in turn reported these data for a total of 3,806 facilities. In addition to the smaller 
number of facilities and more sporadic coverage of states and sectors, a drawback of these data is that 
they were not collected under a uniform set of reporting rules. An advantage, however, is that they can 
be can be easily matched with NEI data on other air pollutants for the same year (and, less easily, with 
other facility-level emissions data for that year).

Criteria Air Pollutant Emissions 
The Clean Air Act (CAA), passed in 1970 and last amended in 1990, requires the USEPA to set  
National Ambient Air Quality Standards (NAAQS) for pollutants considered harmful to public health 
and the environment. In response, the USEPA developed ambient standards for particulate matter 
(PM), ground-level ozone, carbon monoxide (CO), sulfur dioxide (SO2), nitrogen oxides (NOx), and 
lead. These six pollutants are called “criteria air pollutants,” because the USEPA uses health-based  
and environmentally based criteria to set permissible ambient levels.

The NEI provides facility-level data on emissions of PM, CO, SO2, NOX, and volatile organic  
compounds (VOCs), which react with NOX in the presence of sunlight to form ground-level ozone.  
One limitation of these data is that they are produced only at three-year intervals, beginning in 1999. 
The 2008 NEI is the most recent data available at the time of this writing.

Air Toxics
Air toxics, also known as hazardous air pollutants, are chemicals not subject to NAAQS that are known 
or suspected to cause serious health effects or environmental effects, some but not all of which are 
subject to federal or state emissions controls. The USEPA currently has regulations on emissions of 188 
air toxics.19 
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The principal source of data on air-toxics emissions in the United States is the Toxics Release Inventory 
(TRI). Created in response to Congressional legislation in the wake of the 1984 Bhopal disaster, TRI 
requires industrial facilities to report annual emissions of hundreds of toxic chemicals into air, water, 
and land. The number of industrial sectors and chemicals covered by TRI has expanded since the first 
report was issued in 1987. The inventory now includes data on emissions of 593 individually listed 
chemicals plus 30 chemical compound groups from more than 20,000 facilities nationwide.20

Building on TRI data, the USEPA created the Risk-Screening Environmental Indicators (RSEI) to assist 
regulators in prioritizing facilities and chemicals for attention based on estimated human health im-
pacts. To this end, RSEI incorporates three additional types of information:

1. the relative toxicity of TRI chemicals, which in the case of inhalation toxicity can vary by up to 
nine orders of magnitude;21 

2. fate-and-transport modeling of chemical releases, taking into account stack heights, exit-gas 
velocities, prevailing wind patterns, and so on; and  

3. population densities in the localities impacted by the resulting exposures.22 

The RSEI data for 2007, which we use in this study, include inhalation toxicity weights for 417 TRI 
chemicals and chemical compound groups. Using these data, we can compare three different aggre-
gation methods for measuring air-toxics co-pollutant intensity: simple mass (pounds); toxicity-weighted 
mass (“hazard” in RSEI parlance); and total estimated human health impact (“score” in RSEI parlance). 

The RSEI model for 2007 estimates air-pollution exposures for 10,201 1-km2 grid cells (a 101-km2) 
around each facility. The facility-level data, which are publicly available, aggregate impacts across 
these localities. The RSEI geographic microdata (RSEI-GM), which are used to generate the facility-lev-
el RSEI scores, are not publicly available, but the USEPA has made these data available to selected re-
searchers, including the two coauthors of this study. By mapping RSEI-GM data to census information 
on income, race, and ethnicity, it is possible to calculate facility-level measures of the environmental 
justice impact of emissions as well as total human health impact (Ash et al. 2009; Ash and Boyce 2011).

20 For details on TRI, see http://www.epa.gov/tri/tridata/index.html. The other main source of national data on air toxics is the National Air 
Toxics Assessment (NATA), which provides exposure estimates of air pollution for 33 air toxics at the census-tract level at three-year intervals 
beginning in 1996, the latest NATA being for 2005. However, NATA does not provide data on emissions from individual facilities. For details, 
see http://www.epa.gov/ttn/atw/natamain. 

21 For example, 1 kg of benzidine is equivalent, in terms of inhalation toxicity, to 3.4 billion kg of chlorodifluoromethane (HCFC-22). 

22 For details on RSEI, see http://www.epa.gov/opptintr/rsei/pubs/basic_information.html. 
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23 The data in Table 4.1 refer to emissions from fossil fuel combustion only. For these three co-pollutants, this accounts for the vast majority of 
total emissions; hence there is little difference between the narrow and broad measures of co-pollutant intensity. 

Table 6: Emissions from Fossil Fuel Combustion: Stationary Versus Mobile Sources, 2009 

Source CO2  
Emmissions

(million mt)

Co-Pollutant  
Emmisions

(thousand mt)

Co-Pollutant  
Intensity

(kg/mt CO2)

SO2 NOX CO SO2 NOX CO

Stationary 3447.6 7.167 4.159 4.543 2.08 1.21 1.32

Mobile 1719.7 0.455 6.206 43.355 0.26 3.61 25.21

Total 5167.3 7.622 10.365 47.898 1.48 2.01 9.27

Source: USEPA (2011a, Tables ES-3, ES-10).

4. SOURCE-WISE VARIATIONS IN CO-POLLUTANT  
INTENSITY
This chapter explains how we merged the available facility-level data on CO2 emissions and co- 
pollutant emissions in order to investigate how co-pollutant intensity varies across sources. In the  
next chapter, we use the same data to examine disparities in emissions burdens between communities 
with varying demographic characteristics.

To place the data in the context of overall CO2 emissions, Table 6 reports nationwide stationary-source 
and mobile-source emissions of CO2 and also of three criteria air pollutants, SO2, NOX, and CO, for the 
year 2009.23 Stationary sources accounted for 3.4 billion metric tons (mt) of CO2 emissions, about  
two-thirds of the U.S. total. As noted earlier, stationary sources accounted for 94 percent of total SO2  
emissions; hence the simple SO2 co-pollutant intensity ratio for stationary sources is eight times higher 
than the ratio for mobile sources. In the cases of NOX and CO, mobile sources accounted for the 
majority of emissions; the NOX and CO co-pollutant intensity ratios for mobile sources are three and 
nineteen times higher, respectively. This illustrates the sensitivity of co-pollutant intensity rankings to 
the choice of the numerator, something that will be apparent when we examine patterns across indus-
trial sectors and facilities as well.
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4.1 Constructing the Dataset
Empirically analyzing co-pollution intensity at the sector and facility levels requires data on both CO2 
emissions and emissions of other pollutants for the same set of facilities. At present, no single data 
source combines high-quality information on these two classes of emissions. To measure co-pollutant 
intensity, we therefore combined data from three distinct sources.24 

For CO2, we use 2010 data from the USEPA’s Greenhouse Gas Reporting Program (GHGRP), which 
reports emissions from 6,173 facilities as described above (see Section 3.3).25 To calculate co-pollutant 
intensity ratios using a variety of numerators, we matched as many of these facilities as possible with 
those reported in two other USEPA databases: the National Emissions Inventory (NEI) and the Risk-
Screening Environmental Indicators (RSEI). The NEI data provide us with the mass of NOX, PM2.5 and 
SO2 emissions.26 The RSEI data allow us to incorporate hundreds of additional co-pollutants and to 
make use of the toxicity weights and fate-and-dispersion modeling available within this database.

The benefit of the fate-and-dispersion modeling in the RSEI data is that it allows us to account for the 
size of the population affected by the reported air toxics. However, as noted earlier, there are also 
important health risks from each of the three NEI-listed co-pollutants (NOX, PM2.5 and SO2). In these 
cases (for which we lack fate-and-dispersion modeling), we calculated simple population-weighted 
indices of facility-level co-pollutant burdens by multiplying tons of emissions by the number of people 
residing within 2.5 miles of each facility. To do this, we included the population counts for census 
block groups whose centroids were located within 2.5 miles of the facilities with data drawn from the 
5-year American Community Survey, 2009. The effects of this population weighting on our results were 
similar across the three co-pollutants: to conserve space, here we report only the results for popula-
tion-weighted PM2.5, since this pollutant has been the focus of other research, including our own prior 
California-based analysis. 

Matching facility-level data across all three datasets was a rather complicated task, despite the fact 
that all three come from the USEPA. First, although facilities in the RSEI and GHGRP databases are 
identified using Federal Registration System Identifiers (FRSIDs), those in the NEI are identified using 

24 USEPA’s eGRID database provides information on several co-pollutants (NOX, SO2, and CH4) as well as CO2 emissions for electrical gener-
ating units, but for our purposes the NEI has two important advantages: it includes PM2.5, a co-pollutant of major policy interest; and it covers 
other important GHG-emitting sectors in addition to electrical power plants.

25 While the GHGRP data include GHG emissions other than CO2, such as methane, nitrous oxide and fluorinated gases, CO2 accounts for 95 
percent of all GHGs emitted from the facilities included in the dataset. Here we use only the CO2 data. 

26 The NEI data include both PM2.5 (particulate matter with a diameter of 2.5 micrometers or less, also known as “fine particles”) and PM10 

(which also includes “coarse particles” in the 2.5-10 micrometer range). In the following analysis, we use PM2.5 because it has larger mortality 
effects (per unit mass) and is federally regulated on the basis of annual mean levels (whereas PM10 is regulated on the basis of 24-hour ex-
ceedances). The two measures are strongly correlated, and analysis of inter-sectoral and inter-facility variations in PM10 intensity yield similar 
results. 
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27 Information obtained from correspondence with USEPA staff suggests that these identifier discrepancies can occur for at least two reasons. 
First, when facilities registered to report to the GHGRP, they had the option of using their existing FRSID or registering as a new entity, in 
which case they were assigned a new FRSID. Second, different USEPA reporting systems may use different definitions for what constitutes an 
individual “facility.”

28 Given that many (835) of the 2,067 facilities with both GHGRP and RSEI data had two different FRSIDs (one from the GHGRP file and one 
from the RSEI file) we matched NEI facilities first by the FRSID from the RSEI file, then by the FRSID from the GHGRP file. The vast majority of 
matches were made in initial match using the FRSID from the RSEI file.

Emissions Inventory System Identifiers (EISIDs). Overcoming this challenge was relatively easy: USEPA 
officials were able to provide a crosswalk between EISIDs and FRSIDs. Second, despite the fact that 
the RSEI and GHGRP databases both included FRSIDs, in many cases the FRSID reported for the same 
facility in the two datasets did not match.27 

We began by simply matching facilities across the GHGRP and RSEI databases by their reported 
FRSIDs. This yielded 1,232 matches. The relatively low number of matches suggested that the FRSIDs 
often did not coincide between the two files, and this was confirmed by identifying several facilities 
with the same name and address in both files but with different FRSIDs. 

We next made a number of additional matches using zip-code information, first by identifying all zip 
codes in which there was exactly one facility in both the GHGRP and RSEI databases. This yielded 494 
additional facilities. We then examined the name and North American Industrial Classification System 
(NAICS) code for these facilities and determined that 278 of them were accurate matches. 

We then used a Geographic Information System (GIS)–based approach to identify additional match-
es. This required geocoding by latitude-longitude coordinates all RSEI facilities that we had not yet 
matched to GHGRP facilities and then geocoding all GHGRP facilities that we had not matched to a 
RSEI facility, yielding two separate GIS shapefiles. To simplify this laborious task, only GHGRP facilities 
reporting emissions of at least 10,000 metric tons of CO2 were geocoded—a restriction that is also 
applied to facilities included in our analysis below. We then carried out an iterative matching process. 
In each iteration, we first ran a spatial join between the two shapefiles, merging each GHGRP facility 
with its nearest RSEI neighbor. We then inspected identifying information from both datasets for each 
of the merged facilities (zip code, name, and NAICS code) and selected facilities for which the facilities 
were determined to be an accurate match. After removing these facilities from the two shapefiles, the 
process was repeated. In the first iteration, almost 500 additional facilities were determined to match; 
by the fifth iteration, there were only 9 new matches, at which point the process was stopped. In total, 
557 more facilities were matched between the GHGRP and RSEI data using this GIS-based approach.

Adding together the facilities matched by all three techniques described above, we obtained 2,067 
facilities with both GHGRP and RSEI data. We then matched these to the NEI data using the USEPA-
provided crosswalk.28 In a few cases, there was more than one EISID (NEI facility) associated with a 
single FRSID (RSEI/GHGRP facility)—apparently an artifact of different USEPA programs using differ-
ent definitions for what constitutes a “facility.” In these cases, the NEI emissions data associated with 
those EISIDs was summed by FRSID to achieve a one-to-one correspondence between FRSIDs and 
EISIDs—thereby creating a facility-level file using the broader of the two definitions of a “facility.” 
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After this step, we were left with 1,629 facilities with information across all three datasets. The relative-
ly modest number of matches (1,629 out of 6,173 GHGRP facilities) is mostly attributable to differences 
in industry groups covered and reporting requirements. For example, the GHGRP database includes 
landfills and facilities involved in oil and gas extraction, pipeline transportation, and educational ser-
vices, but these sectors are not included in the RSEI database. Among the industry groups that are 
included in all three databases, a smaller fraction of facilities are found in RSEI due to TRI reporting 
requirements that generally target the larger emitters of toxic pollutants. For example, although there 
are more than 1,000 facilities from the utilities industry (which includes all power plants) in the GHGRP 
dataset and more than 4,000 in the NEI dataset, the RSEI dataset includes fewer than 600 such  
facilities.

The USEPA-provided crosswalk, on which we relied to make matches between the merged GHGRP/
RSEI data and the NEI data, could also be the cause of some missed matches. In the entire set of 
6,173 GHGRP facilities, only 1,752 can be matched to the NEI data using the crosswalk. This fact, 
along with the mismatched FRSIDs for some facilities included in both the GHGRP and RSEI data, 
underscores the importance of one of the recommendations emerging from our work: that the USEPA 
improve consistency in how facilities are defined and tracked across its various reporting programs. 

Notwithstanding these challenges, our final set of 1,629 facilities provides, we believe, a solid basis for 
the following analysis. Although these are only about one-fourth of the facilities in GHGRP, together 
they account for more than two-thirds of the total CO2 emissions. Furthermore, examination of the 
data suggests that we have a reasonably representative sample of the major industry groups covered 
in the GHGRP, although facilities with larger GHG emissions are somewhat overrepresented (reflecting 
the fact that larger facilities are more likely to report to TRI).29 

There is a minor temporal mismatch in our databases: the RSEI data refer to the year 2007 and the 
NEI data refer to the year 2008, while the GHGRP data refer to the year 2010. The need to combine 
datasets from different years is not unusual in environmental justice analyses. Year-to-year variations in 
CO2 emissions at the facility level generally are small, so we believe that the mismatch introduces only 
a small amount of noise into our analysis.30 

29 For a list of industry groups that reported to the 2010 GHGRP, see http://epa.gov/climatechange/emissions/ghgdata/faq.html#q4.

30 For example, for the 520 facilities in our sample for which we have data on CO2 emissions from both the 2008 NEI and the 2010 GHGRP, 
the correlation between CO2 emissions in these two years is 0.97. 
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31 Focusing on the 22 major CO2 emitting industries excluded 56 facilities from the sample; an additional 31 were dropped by virtue of the 
exclusion of individual facilities with low CO2 emissions.

32 In Table 7 and subsequent reporting by industry, the labels “power plants” and “petroleum refineries” refer to the 3-digit NAICS industries 
“utilities” and “petroleum and coal products manufacturers,” respectively. Nearly all of the facilities in the “utilities” 3-digit NAICS category 
are in the “fossil-fuel electric-power generation” subsector, while 85 percent of the facilities in the “petroleum and coal products manufactur-
ers” category are in the “petroleum refineries” subsector. 

Since the primary aim of co-pollutant intensity analysis is to consider policy options with regard to 
major CO2 emitters, we focus in what follows on industrial sectors where the GHGRP data indicate that 
the average facility emits at least 50,000 tons of CO2 annually. Classifying industries by three-digit NA-
ICS codes, we identified 22 qualifying industries represented in our matched GHGRP-NEI-RSEI data-
set. We then excluded individual facilities with very low levels of CO2 emissions, which we defined as 
less than 50,000 tons annually for power plants and less than 10,000 tons annually for other industries. 
These exclusions trimmed our final working sample from 1,629 to 1,542 facilities, which together ac-
count for 66 percent of the total CO2 emissions reported in the GHGRP database.31 

The left-hand panel of Table 7 reports the number of facilities in each industry in our final sample, 
while the right-hand panel reports the number of facilities in each state.32 As can be seen, the facilities 
are concentrated in certain industries and states. To avoid small-sample biases, we restrict our com-
parative analysis of co-pollutant intensity variations across industrial sectors and states, respectively, to 
the eight sectors or 21 states that have at least 30 facilities each.
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Table 7: Distribution of GHGRP-NEI-RSEI Data by Industry and State 

By Industry By State
Industry Count State Count State Count
Power Plants 431 TX 138 WA 24

Chemical Manufacturers 279 PA 101 OK 23

Nonmetallic Mineral Product Manuracturers 180 OH 88 MS 22

Primary Metal Manufacturers 175 LA 75 MD 18

Paper Mills 146 IL 70 NJ 18

Petroleum Refineries 117 IN 67 NE 17

Food Manufacturers 89 AL 58 MA 16

Transportation Equipment Manufacturers 52 MI 54 WY 16

National Security and International Affairs 25 CA 53 UT 14

Beverage and Tobacco Product Manufacturers 10 FL 46 AZ 13

Fabricated Metal Product Manufacturers 7 KY 45 ME 12

Mining (except Oil and Gas) 6 VA 45 OR 11

Textile Mills 5 WI 45 MT 9

Professional, Scientific, and Technical Services 5 NC 43 CT 8

Electrical Equipment, Appliance and Component Manufacturers 4 TN 41 ID 7

Miscellaneous Manufacturers 4 IA 40 DE 6

Oil and Gas Extraction 2 NY 40 NV 5

Support Activities for Mining 1 SC 39 NM 4

Merchant Wholesalers, Durable Goods 1 MO 38 NH 3

Support Activities for Transportation 1 MN 33 HI 2

Administrative and Support Services 1 GA 31 AK 1

Waste Management and Remediation Services 1 KS 26 DC 1

WV 26 SD 1

AR 24 VT 1

CO 24

Total 1,542 Total 1,542
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4.2 Pollutant Shares by Industrial Sector 
With the data in place, our first question is straightforward and helps to motivate the rest of the study: 
what is the share of total emissions in this sample attributable to various industries? Table 8 presents 
the data for all of the emissions measures we analyze. The first three co-pollutants are criteria air pol-
lutants with well-established adverse health effects: nitrogen oxides (NOX), particulate matter (PM2.5), 
and sulfur dioxide (SO2). Data on these co-pollutants come from the NEI. The RSEI data allow us to cal-
culate three aggregative co-pollutant measures: the total pounds of air toxics released; total pounds 
weighted by the relative toxicities of the different chemicals; and the facility’s “RSEI score,” a measure 
of total human health impact based on the modeled dispersion of the chemicals in the air, the toxicity 
of the resulting exposures, and the population densities of impacted localities. In the final column, we 
report a population-weighted measure of health impacts from PM2.5 emissions—calculated, as noted 
earlier, by multiplying total PM2.5 emissions from a facility by the number of people living with 2.5 miles 
of the facility.

Table 8: Share of Total Emissions by Industry in Sample (n = 1,542 facilities) 

Industry CO2 NOX PM2.5 SO2 RSEI  
Chemicals

RSEI  
Toxicity- 
Weighted

RSEI  
Full-Model 

Score

Population-
Weighted 

PM2.5

Power Plants 79% 78% 65% 88% 63% 11% 9% 52%

Petroleum Refineries 7% 3% 6% 2% 3% 9% 8% 13%

Primary Metal Manufacturers 3% 2% 9% 2% 3% 12% 13% 15%

Chemical Manufacturers 5% 4% 6% 3% 12% 60% 24% 6%

Nonmetallic Miner Product Manufacturers 3% 6% 5% 1% 2% 1% 4% 6%

Paper Mills 2% 5% 7% 3% 12% 5% 2% 4%

Food Manufacturers 1% 1% 1% 1% 3% 1% 1% 3%

Transportation Equipment Manufacturers 0% 0% 0% 0% 1% 0% 26% 2%

All Other Industries 1% 1% 1% 1% 1% 1% 13% 1%

Note: Columns may not add to 100% due to rounding.

As can be seen in Table 8, power plants are responsible for nearly 80 percent of the CO2 emissions in 
our sample, but for a somewhat lesser share of PM2.5 (whether weighted by population or not) and of 
RSEI chemicals aggregated by simple mass—and for a markedly lower share of the toxicity-weighted 
RSEI emissions and their human health impacts as indicated by the RSEI full-model score. Petroleum 
refineries have less than one-tenth the carbon footprint of the power plants, yet they have roughly the 
same public health impact from air toxics as measured by the RSEI score by virtue of the toxicity of the 
chemicals they emit and the location of the facilities. 

These findings nicely illustrate the co-pollutant issue: although it will be important to consider varia-
tions within sectors too, one can see immediately that any carbon-charge system in which refineries 
en masse buy their way out of cleanup and let most of the carbon reduction come instead from power 
plants would forego significant health co-benefits. 
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Comparing shares of PM2.5 with and without population weights, we find that the share of refineries 
in population-weighted PM2.5 doubles relative to its share of the simple mass of PM2.5 emissions. The 
share of power plants declines somewhat when population weights are used, implying that their emis-
sions tend to impact areas with relatively low population densities. Another noteworthy result is that 
the share of primary metal manufacturers in population-weighted PM2.5 emissions is five times higher 
than these facilities’ share of CO2 emissions.

4.3 Sectoral Co-Pollutant Intensities 
Co-pollutant intensities—defined as the ratio of co-pollutant damages to CO2 emissions—vary widely, 
as can be surmised from the sector-level analysis of pollution shares.33 Table 9 reports average co-pol-
lutant intensities for the eight industrial sectors.34

33 “Damages” here refer to adverse impacts—as proxied, for example, by the mass of co-pollutant emissions, the toxicity-weighted sum of 
emissions of the mass of multiple co-pollutants, or the human-health impacts—without necessarily expressing the value of the impacts in 
monetary terms. 

34 Both here and in the state-level analysis in Chapter 5, we construct the co-pollutant intensity ratios by calculating the CO2-weighted aver-
age of each ratio across all facilities in the same industry (or state). We consider this more appropriate than a simple (unweighted) average, 
because facilities with greater CO2 emissions are the ones from which, all else equal, one would expect to see greater CO2 reductions (and 
thus greater co-benefits for any given co-pollutant intensity ratio).

Table 9: Co-Pollutant Intensity Ratios by Industry  

Industry Mean 
CO2 

output 
(thousand 

tons)

NOX
(pounds/

tCO2)

PM2.5
(pounds/

tCO2)

SO2
(pounds/

tCO2)

RSEI  
Chemicals
(pounds/tCO2)

RSEI  
Toxicity- 
Weighted
(pounds/tCO2)

RSEI  
Full-Model 

Score
(per tCO2)

Population-
Weighted 

PM2.5
(per tCO2)

Power Plants 3,680 2.97 0.33 8.38 0.34 119 0.006 2,994

Petroleum Refineries 1,170 1.31 0.32 1.72 0.20 1,091 0.059 8,414

Primary Metal Manufacturers 382 1.74 1.04 5.02 0.39 2,864 0.200 19,707

Chemical Manufacturers 348 2.45 0.49 4.32 1.02 10,300 0.244 5,198

Nonmetallic Miner Product Manufacturers 325 6.52 0.72 3.55 0.29 211 0.066 8,634

Paper Mills 220 9.51 1.74 13.69 3.30 2,397 0.056 10,886

Food Manufacturers 215 2.33 0.52 5.53 1.16 1,033 0.034 13,132

Transportation Equipment Manufacturers 54 4.13 0.90 2.11 4.28 2,883 9.507 53,359

Average (unweighted) 799 3.87 0.76 5.54 1.37 2,612 1.272 15,291
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Several observations can be made:

1. First, and perhaps most important for climate-policy analysis, power plants and petroleum 
refineries have the highest mean CO2 output. Recall that these also are the two sectors most 
responsible for CO2 emissions overall, with power plants the largest by far. The mean output 
measure—emissions at the facility level—again suggests that these will be key sectors for co-
pollutant policy attention in any regulatory program.  

2. Second, co-pollutant intensities vary considerably across sectors, implying corresponding 
variations in the co-benefits of CO2 emissions reductions. For example, the co-pollutant ratio 
for the RSEI score ratio is ten times higher for the refinery sector than for the power plant 
sector. Similarly, the population-weighted PM co-pollutant ratio is three times higher for re-
fineries than for power plants. All else being equal, it would be desirable to achieve greater 
CO2 emissions reductions in sectors with higher co-pollutant intensities.

3. Third, the pattern of inter-sectoral variations in co-pollutant intensity is not uniform across 
co-pollutants. While there is some consistency (for example, paper mills, nonmetallic min-
eral manufacturers and transportation equipment manufacturers generally rank higher, while 
petroleum refineries, power plants, and chemical manufacturers generally rank lower, with 
primary metal and manufacturers and food manufacturers in between) there are important 
differences. For example, primary metal manufacturers rank fairly low in terms of NOX but 
fairly high in terms of PM2.5, while for power plants the reverse is true.

4. Fourth, in the case of the RSEI air toxics (and PM2.5), the pattern again varies depending on 
the method of aggregation across chemicals. Chemical manufacturers top the list by a wide 
margin in terms of toxicity-weighted pounds, while transportation equipment manufacturers 
top the list in terms of both the simple mass measure (just ahead of paper mills) and the full-
model score (by a very large margin). Recall that the latter takes into account fate-and-trans-
port and population densities, and what is driving this finding appears to be the location of 
auto plants in proximity to the populace. This can also be seen in the sector’s exceptionally 
high population-weighted PM2.5 intensity ratio.35 

35 Although this finding is important from a public-health perspective, note that the CO2 emissions associated with transportation manufac-
turers are relatively low compared to those of the other sectors in our sample, implying that this sector may play a less important role in the 
co-pollutant issues associated with carbon pricing.   
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An important caveat to recall here is that our co-pollutant data refer to all emissions from the facility, 
not only to those from fossil fuel combustion. If, in response to climate policy, a 10 percent reduction 
in fossil fuel use were to be accomplished via a 10 percent cut in the facility’s output, this would be 
likely to lead to commensurate reductions in emissions from all industrial processes. If, however, the 
same 10 percent reduction in fossil fuel use were to be accomplished entirely via energy efficiency im-
provements, with no cut in overall output, then co-pollutant emissions would be reduced only insofar 
as these come directly from fossil fuel combustion.36

4.4 Correlations Across Co-Pollutant Intensity Ratios
To shed further light on these variations in co-pollutant intensity, Table 10 reports the correlations 
among our seven measures of co-pollutant intensity corresponding to the seven co-pollutant catego-
ries reported in Table 8 for all 1,542 facilities in our sample. The correlations among the measures are 
generally positive, but in some cases they are close to zero. The imperfect correlations indicate that 
facilities that rank high by one co-pollutant intensity measure may not rank high by another.

The correlations are stronger among the criteria pollutant intensity ratios (NOX, PM2.5, and SO2) and 
the simple-mass variant of the air-toxics ratio, all of which are calculated using mass of co-pollutant 
emissions as the numerator. The correlations are considerably weaker for the toxicity-weighted and 
exposure-weighted air-toxics ratios and for population-weighted PM2.5.

Table 10: Interfacility Correlations Across Co-Pollutant Intensity Ratios  

NOX
(pounds/

tCO2)

PM2.5
(pounds/

tCO2)

SO2
(pounds/

tCO2)

RSEI  
Chemicals
(pounds/tCO2)

RSEI  
Toxicity- 
Weighted
(pounds/tCO2)

RSEI  
Full-Model 

score
(per tCO2)

Population-
Weighted 

PM2.5
 

NOX  ratio (NEI) 1.00

PM2.5  ratio (NEI) 0.59 1.00

SO2  ratio (NEI) 0.50 0.72 1.00

Simple volume ratio (RSEI) 0.33 0.26 0.18 1.00

Weighted volume ratio (RSEI) 0.00 0.00 0.00 0.03 1.00

Full-model score (RSEI) 0.02 0.00 -0.01 0.04 0.18 1.00

Population-weighted PM2.5 ratio (NEI) 0.17 0.30 0.02 0.05 -0.01 0.03 1.00

The low correlations among the three RSEI-based measures and between the simple mass measure of 
PM2.5 and its population-weighted counterpart indicate that rankings for co-pollutant intensity mea-
sures can be quite sensitive to methodological choices in the definition of the numerator—simple 
mass, the use of toxicity weights for aggregation across multiple pollutants, the estimation of total 
human health impacts by means of exposure modeling (as in the RSEI score), or simpler measures of 
proximate population density (as shown here in the case of PM2.5). This suggests that there can be sub-
stantial policy payoffs from implementing the more sophisticated exposure modeling and aggregation 
methods. 

36 As noted above in Section 3.1, USEPA data indicate that fossil-fuel combustion accounts for approximately 75 percent of NOX emissions, 
40 percent of PM2.5 emissions, and 88 percent of SO2 emissions from stationary sources nationwide, but these shares are likely to vary across 
industrial sectors.
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Even for a single pollutant such as PM2.5, although a measure based on sheer tonnage poses lower 
information requirements, its use for policy purposes is not likely to result in co-benefits comparable 
to those that could be obtained by simply factoring in population, not to mention more sophisticated 
measures, like the RSEI score, that better capture the resulting health outcomes. 

Though not reported here to conserve space, we also examined correlations among co-pollutant 
intensity measures across facilities within the specific industrial sectors. We found consistently higher 
correlations for power plants (and also for paper mills) than for the other sectors.37 Under a policy 
framework in which power plants are regulated separately from other sectors, such as the Regional 
Greenhouse Gas Initiative in the northeastern states, this suggests that focusing on a single co-pol-
lutant intensity measure may yield co-benefits per unit of CO2 reduction similar in scope to those that 
could be realized by using a more complex procedure that considers a variety of co-pollutant intensity  
measures. 

4.5 Intra-sectoral Variations in Co-Pollutant Intensity 
The analysis above reveals important differences in co-pollutant intensity between industrial sectors.  
In this section we examine differences in co-pollutant intensity among facilities within sectors. If co- 
pollutant intensity is fairly constant for any given measure across facilities within any given industry, 
then an industry-by-industry policy approach could be reasonably efficient. If co-pollutant intensity 
is highly variable across facilities within the same industry, however, an approach designed to ensure 
greater GHG reductions from specific facilities where co-benefits are higher could be more efficient. 

To assess the extent of this variation, we use a simple measure called the coefficient of variation. It is 
calculated by dividing the standard deviation by the mean of a variable across a given set of observa-
tions. The normalization makes it useful for assessing relative variation across variables that are mea-
sured in different units and with different distributions. In Table 11, for each of our seven measures of 
co-pollutant intensity we report the coefficient of variation across facilities within each industrial sector 
as well as across all facilities combined. 

37 Again, the correlations are higher among the simple mass-based measures than between these and the other measures. There is also a 
strong correlation (Pearson’s r = 0.73 in the power plant sector) between the RSEI full-model score and population-weighted PM2.5.  
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38 Different fuel sources (e.g., coal versus natural gas) are one reason for relatively high variations in the power plant sector, as the NEI data 
do not disaggregate power plant emissions by fuel type.  

 Again several observations can be made:

1. There is generally less variation in the co-pollutant ratios within industrial sectors than across all 
facilities. This is not surprising, since variation in the latter is partly driven by interindustry differ-
ences. However, there is a high degree of variation within many industries too, with the coef-
ficients only slightly lower (and sometimes higher) than those for all facilities combined.

2. Power plants are notable for their high variation in all co-pollutant measures other than RSEI 
toxicity-weighted pounds and full-model score, with the results often indicating even more 
variation than for all facilities combined.38 Refineries, primary metal manufacturers, and mineral 
product manufacturers also show relatively high degree variation in the RSEI simple volume.

3. Consistent with our earlier findings, there are notable differences in the results depending on 
the co-pollutant considered, with variation tending to increase for the more complex aggrega-
tion methods (particularly for the RSEI full-model score, but also for toxicity-weighted RSEI and 
population-weighted PM2.5 to some extent). This implies that it may be useful to develop poli-
cies that target specific facilities within industries; it also suggests that trades of carbon permits 
between firms, even within the same industry, can yield very different health impacts. 

4. On the other hand, the sector with the lowest coefficient of variation with regard to the RSEI 
full-model score and the population-weighted PM2.5 measure is the refinery sector. This sug-
gests that a sector-wide approach to carbon pricing in that sector (such as regulating trades 
into and out of the sector under a cap-and-trade system) may be reasonably efficient.

Table 11: Coefficient of Variation for Co-Pollutant Intensity by Industrial Sector 

NOX
(pounds/

tCO2)

PM2.5
(pounds/

tCO2)

SO2
(pounds/

tCO2)

RSEI  
Chemicals
(pounds/tCO2)

RSEI  
Toxicity- 
Weighted
(pounds/tCO2)

RSEI  
Full-Model 

Score
(per tCO2)

Population-
Weighted 

PM2.5
(per tCO2)

All Facilities 2.51 4.19 4.97 3.49 9.72 12.95 3.88

Power Plants 2.98 10.19 4.81 4.28 4.31 4.86 4.03

Petroleum Refineries 1.03 1.42 2.61 3.64 2.76 2.45 1.97

Primary Metal Manufacturers 0.95 2.52 5.53 6.54 4.96 4.46 2.10

Chemical Manufacturers 1.98 2.33 4.18 3.21 4.86 6.67 3.67

Nonmetallic Mineral Product Manufacturers 1.44 2.59 1.36 4.05 4.83 7.75 2.89

Paper Mills 2.21 1.48 1.43 1.60 2.12 7.03 2.11

Food Manufacturers 1.02 1.22 1.41 1.40 3.99 3.52 2.38

Transportation Equipment Manufacturers 1.79 2.65 2.66 1.17 1.31 6.03 5.24
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4.6 Disproportionality in Co-Pollutant Emissions 
With the possible exception of the refinery sector, the facility-level differences in co-pollutant intensity 
described above suggest a rationale for designing climate policy to steer GHG reductions toward par-
ticularly high-intensity facilities. For this purpose, it is also useful to examine facility-level differences in 
total co-pollutant emissions, that is, in the absolute size of the co-pollutant intensity numerator. Facili-
ties can vary dramatically in their total emissions of CO2 as well as co-pollutants, so even if a facility has 
a high co-pollutant intensity, if it also has low overall emissions, then there is little room for reductions 
and associated co-benefits. 

One indicator of the interfacility distribution of co-pollutant emissions is the share of total emissions 
that is attributable to the top 1 percent of facilities. This can be calculated for individual sectors as well 
as for all sectors combined. Another indicator that considers all facilities (rather than just the top 1 per-
cent) is the Gini index. Though most often applied to measure economic inequality—for example, the 
concentration of income across households—it can be used to measure the concentration of co-pol-
lutant emissions across facilities. The Gini index ranges from 0 to 1, with 0 in this case indicating that 
the quantity of emissions for each facility is the same and 1 indicating that all co-pollutants are emitted 
from a single facility.

Table 12 reports both of these indicators for all 1,542 facilities in our sample. The share of the top 1 
percent thus refers to share of the top fifteen facilities for each co-pollutant measure. We also provide 
a visual representation of facility-level co-pollutant concentration in Figure 5 by plotting the Lorenz 
curve for emissions of each co-pollutant. The cumulative percentage of emissions, with facilities ranked 
from highest to lowest emissions, is plotted on the vertical axis and the cumulative percentage of facili-
ties on the horizontal axis. 

This analysis reveals that among the different measures of co-pollutants, the three that incorporate 
more information on potential health impacts—the RSEI toxicity-weighted pounds, the full-model 
score, and the population-weighted PM2.5—are the most concentrated. In the case of air toxics, the 
top 1 percent of facilities accounted for roughly half of the total impacts by both measures. In the case 
of population-weighted PM2.5, the top 1 percent accounted for 35 percent of the total impact. 

These results clearly exhibit a high degree of “disproportionality,” defined by Berry (2008, p. 239) as 
“a positively skewed distribution, where a small number of resource users create far more environmen-
tal harm than ‘typical’ group members.” This is an important finding, because it suggests that specific 
policy attention to a small number of “bad actors”—bad in the sense of high co-pollutant impacts by 
virtue of the quantity and toxicity of their emissions and their proximity to vulnerable populations—
likewise could bring about disproportionately positive results.
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Table 12: Measures of Facility-Level Co-Pollutant Concentration  

Co-Pollutant (absolute quantity) Share for Top 1% of Facilities Gini Index

NOX 13% 0.76

PM2.5 26% 0.78

SO2 23% 0.86

RSEI pounds 22% 0.80

RSEI toxicity-weighted 44% 0.90

RSEI full-model score 59% 0.93

Population-weighted PM2.5 35% 0.84

Figure 5 : Facility-Level Co-Pollutant Concentration
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To shed further light on interfacility variations, we calculated the share of total co-pollutant emissions 
that is attributable to top-emitting facilities for each co-pollutant in each of the industrial sectors. For 
this purpose, we selected the top 5 percent rather than top 1 percent of facilities, given that some of 
the industrial sectors in our sample have a relatively small number of facilities. To examine the extent 
of overlap among the top 5 percent across our seven different co-pollutant measures, we also calculat-
ed the percentage of facilities in each sector that rank in the top 5 percent for at least one co-pollutant 
measure. The results are reported in Table 13.
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Similar to the results for all facilities (shown in Table 12 and Figure 5), when we examine individual 
industrial sectors we again find that the RSEI toxicity-weighted pounds, the full-model score measures, 
and the population-weighted PM2.5 are most concentrated. The top 5 percent of facilities account for 
49 to 94 percent of the total RSEI full-model score, depending on the sector; the range for the pop-
ulation-weighted PM2.5 is 38 to 79 percent. The industrial sector that exhibits greatest concentration 
depends on the co-pollutant considered. For example, transportation equipment manufacturers show 
highest concentration for the RSEI full-model score and population-weighted PM2.5, yet lowest concen-
tration for total pounds of RSEI chemicals (both unweighted and toxicity-weighted), again pointing to 
the importance of population proximity in that sector.

The final column in this table reports the percentage of facilities that rank in the top 5 percent for 
at least one of our seven co-pollutant measures. If there were perfect overlap—if the same facilities 
ranked in the top stratum by all measures—this would equal 5 percent; if there were no overlap at all, 
it would equal 35 percent (5 percent times seven measures). The results are roughly midway between 
these extremes, ranging from 16 to 23 percent. Only three facilities (all power plants) were in the top 5 
percent for all co-pollutant measures. This again suggests that one needs to pay attention to selecting 
the most salient co-pollutant metric, but the broader point is clear: a large share of co-pollutant emis-
sions, by any measure, are generated by a fairly small percentage of industrial facilities. 

To examine further the interfacility variations in co-pollutant emissions, Table 14 reports coefficients of 
variation by industrial sector. Not surprisingly, the results are similar to those in Table 13, since concen-
tration and variation are closely related. More intriguing is the observation that the results in Table 14 
show some consistency with the facility-level variation in co-pollutant intensity (rather than total emis-
sions) reported in Table 11. Sectors with higher variation in one dimension also tend to have higher 
variation by the other. 

Table 13: Facility-Level Co-Pollutant Concentration by Industry 

Share of Total Co-Pollutants Accounted for by the Top 5% of Facilities

Industry NOX PM2.5 SO2 RSEI  
Chemicals

RSEI  
Toxicity- 
Weighted

RSEI  
Full-Model 

Score

Population-
Weighted 

PM2.5

Share of Facilities 
in Top 5% for Any 

Co-pollutant

All Facilities 44% 52% 56% 51% 73% 82% 64% 20%

Power Plants 22% 46% 32% 42% 46% 69% 65% 18%

Petroleum Refineries 20% 25% 44% 23% 31% 49% 47% 16%

Primary Metal Manufacturers 47% 41% 63% 62% 76% 62% 54% 19%

Chemical Manufacturers 44% 39% 59% 37% 62% 70% 59% 21%

Nonmetallic Mineral Product 
Manufacturers

21% 24% 44% 53% 90% 86% 38% 22%

Paper Mills 15% 22% 41% 22% 30% 66% 40% 23%

Food Manufacturers 32% 33% 38% 29% 61% 78% 43% 16%

Transportation Equipment 
Manufacturers

33% 50% 44% 18% 24% 94% 79% 17%
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Table 15: Correlations Between Total Co-Pollutant Emissions and Co-Pollutant Intensity  

Industry NOX PM2.5 SO2 RSEI  
Chemicals

RSEI  
Toxicity- 
Weighted

RSEI  
Full-Model 

score

Population-
Weighted 

PM2.5

All Facilities 0.04 0.17 0.16 0.11 0.70 0.96 0.29

Power Plants 0.03 0.18 0.11 0.14 0.18 0.86 0.89

Petroleum Refineries 0.18 0.24 0.56 0.37 0.62 0.60 0.32

Primary Metal Manufacturers 0.13 0.25 0.79 0.29 0.90 0.93 0.27

Chemical Manufacturers 0.19 0.49 0.46 0.25 0.72 0.70 0.36

Nonmetallic Mineral Product Manufacturers 0.21 0.46 0.42 0.82 0.73 0.97 0.78

Paper Mills 0.22 0.61 0.53 0.51 0.73 0.85 0.59

Food Manufacturers 0.19 0.18 0.33 0.29 0.92 0.74 0.43

Transportation Equipment Manufacturers 0.93 0.99 0.95 0.90 0.93 1.00 1.00

To explore the relationship between the two, we also calculated the correlation between co-pollutant 
intensity and co-pollutant emissions at the facility level. The results, for each co-pollutant and industrial 
sector, are reported in Table 15.

The correlations are invariably positive, which is to be expected, since total emissions are the numera-
tor in the co-pollutant intensity ratio. More surprising, perhaps, is the finding that in many cases the 
correlation is rather low: in the first four columns, where co-pollutants are measured in simple mass of 
emissions, about half of the correlations are less that 0.3. As we move to RSEI-based measures that 
rely on more sophisticated aggregation techniques—toxicity-weighted pounds and full-model score—
and population-weighted PM2.5, we find that the correlations generally rise. For the latter measures, 
the general finding is that big polluters also tend to have higher co-pollutant intensity. Put differently, it 
suggests that the same facilities that are likely to yield the greatest co-benefits per unit of CO2 abated 
also tend to also have the greatest potential for co-pollutant reductions in absolute terms.

Table 14: Coefficient of Variation for Total Co-Pollutants by Industry  

NOX PM2.5 SO2 RSEI  
Chemicals

RSEI  
Toxicity- 
Weighted

RSEI  
Full-Model 

Score

Population-
Weighted 

PM2.5

All Facilities 2.10 3.69 2.98 2.75 5.82 10.88 5.37

Power Plants 1.17 2.85 1.58 2.08 2.34 4.62 5.00

Petroleum Refineries 1.09 1.35 2.26 1.27 1.71 2.67 2.82

Primary Metal Manufacturers 2.66 2.10 3.71 3.58 6.49 380 2.61

Chemical Manufacturers 2.31 2.29 3.11 2.02 3.68 3.97 4.28

Nonmetallic Mineral Product Manufacturers 1.11 1.22 2.28 3.20 4.93 5.92 1.92

Paper Mills 0.88 1.23 2.17 1.21 1.91 3.94 2.09

Food Manufacturers 1.67 1.74 2.12 1.60 3.79 4.14 2.58

Transportation Equipment Manufacturers 1.88 2.97 2.77 1.20 1.45 6.56 5.48
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Table 16: Co-Pollutant Intensities by State   

State Count NOX
(pounds/

tCO2)

PM2.5
(pounds/

tCO2)

SO2
(pounds/

tCO2)

RSEI  
Chemicals
(pounds/tCO2)

RSEI  
Toxicity- 
Weighted
(pounds/tCO2)

RSEI  
Full-Model 

Score
(pounds/tCO2)

Population-
Weighted 

PM2.5
(pounds/tCO2)

TX 138 1.66 .017 4.41 0.18 1,776 0.064 1,553

PA 101 3.47 0.22 14.51 0.55 495 0.055 4,830

OH 88 3.81 0.83 14.64 0.83 620 0.048 9,981

LA 75 2.02 0.44 3.70 0.40 2,352 0.041 4,344

IL 70 2.40 0.22 5.92 0.22 885 0.021 5,536

IN 67 3.40 1.34 9.52 0.38 415 0.038 10,400

AL 58 3.71 0.49 10.02 0.45 392 0.020 4,400

MI 54 3.40 0.19 9.79 0.58 299 0.014 5,624

CA 53 1.07 0.22 0.37 0.10 75 0.043 9,577

FL 46 3.23 0.37 5.94 0.48 167 0.007 3,909

KY 45 3.47 0.89 8.11 0.56 1,514 0.016 3,589

VA 45 4.33 0.22 9.21 0.76 4,953 0.087 2,017

WI 45 3.14 0.03 8.05 0.30 206 0.023 419

NC 43 2.10 0.65 7.29 0.97 347 0.017 3,249

TN 41 4.21 0.34 9.72 0.75 482 0.037 1,914

IA 40 2.26 0.31 4.95 0.24 216 0.009 2,560

NY 40 2.96 0.28 6.17 0.23 251 0.088 21,430

SC 39 3.13 0.87 10.15 0.86 799 0.016 2,708

MO 38 2.60 0.17 8.27 0.13 176 0.008 721

MN 33 3.20 0.23 3.87 0.16 250 0.029 3,135

GA 31 3.12 0.19 13.97 0.75 291 0.005 1,191

All Other States 326 3.37 0.27 5.14 0.33 600 0.102 4,715

Average (unweighted) - 3.00 0.41 7.90 0.46 798 0.036 4,900

5. SPATIAL VARIATIONS IN CO-POLLUTANT INTENSITY
This chapter examines spatial variations in co-pollutant intensity across states, metropolitan areas, and 
localities, enabling us to explore the environmental justice dimensions of co-pollutant impacts. Work-
ing with the 1,542-facility sample described above, we once again find significant variations, this time 
across geography instead of across sectors and facilities. But we also can discern an important pattern: 
the sectors that emit the most CO2 (power plants, refineries, and chemical manufacturers), and hence 
are likely to have the most significant co-pollutant impacts under any climate-regulatory system, gener-
ally have facilities that are more concentrated in low-income communities and communities of color.

5.1 State-wise Variations
Table 16 reports average co-pollutant intensities for industrial facilities for all states with at least 30 
facilities in our sample. Again we observe considerable heterogeneity. In the case of population-
weighted PM2.5, for example, the impact per ton of CO2 is about 50 times greater in New York than in 
Wisconsin. Note that interstate differences can arise in two ways: (a) due to the varying industrial com-
position across different states; and (b) due to interstate differences in co-pollutant intensities for any 
given industrial sector, arising, for example, from different state regulatory regimes or different plant 
vintages.
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5.2 Environmental Justice Results
What is the pattern of burdens by race and income? To answer this question, we calculate how much 
of each facility’s RSEI-score impacts are borne by African Americans, Latinos, all racial and ethnic 
minorities combined (including Asian Pacific Islanders and Native Americans) and by the poor (house-
holds with incomes below the federal poverty line). To do this, we use the RSEI-GM (geographic 
microdata) to track each facility’s air toxics to the specific neighborhoods impacted and then examine 
census data on the demographics of those neighborhoods.39 We also calculate a comparable measure 
for population-weighted PM2.5, measuring the share of each ethnic and income group in the popula-
tion living within 2.5 miles of the facilities. 

Table 17 reports the results for the RSEI air toxics, and Table 18 reports the results for population-
weighted PM2.5. If co-pollutant exposure was evenly distributed across all racial, ethnic, and economic 
groups, their impact shares would correspond to their respective shares in the national population. For 
comparison, the latter is reported in the final row of each table.40 

The RSEI score results show disproportionate exposures for African Americans in all sectors except for 
nonmetallic mineral product manufacturing and paper mills, with particularly high shares of exposure 
in the food manufacturing and petroleum refining sectors. Latinos are disproportionately burdened 
in four of the eight sectors, with chemical manufacturing and petroleum refining topping the list and 
power plants close behind. Overall, petroleum refineries pose the most disparate burden on people of 
color. They also pose the most disparate burden on the poor.

Table 17: Environmental Justice by Industry: Air Toxics  

Industry Black Share Hispanic Share Minority Share Poor Share

Power Plants 16.3% 16.9% 38.5% 12.6%

Chemical Manufacturers 15.5% 22.9% 41.8% 14.6%

Nonmetallic Mineral Product Manufacturers 8.8% 7.3% 22.7% 10.4%

Primary Metal Manufacturers 14.2% 9.6% 26.8% 14.0%

Paper Mills 11.5% 6.8% 24.5% 14.4%

Petroleum Refineries 24.8% 20.8% 50.3% 16.3%

Food Manufacturers 28.5% 3.0% 34.4% 14.3%

Transportation Equipment Manufacturers 13.5% 12.2% 35.3% 12.4%

All Sectors 15.7% 14.4% 36.3% 13.6%

U.S. Population Distribution, 2000 12.3% 12.5% 30.9% 12.4%

39 For details on our methodology, see Ash et al. (2009) and Ash and Boyce (2011). 

40 Because the USEPA uses 2000 Census data to calculate RSEI scores, we report national demographics for 2000 in Table 17. For population-
weighted PM2.5, for which we used census-tract information from the 5-year pooled American Community Survey (2005–2009), we report the 
corresponding national demographics.
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The population-weighted PM2.5 results are similar for race and ethnicity (here the baseline demograph-
ic comparison is to a somewhat later time period in which the percentage of the nation’s population 
that is nonwhite has risen). What is different is that the share of impact borne by the poor is substan-
tially higher (even compared to the higher poverty rate in the later period). Primary metal manufactur-
ers and refineries pose a particularly high burden on African Americans, whose share of their emissions 
impacts is nearly three times their share in the population. Only two sectors, paper mills and food 
manufacturers, do not disproportionately burden minorities, and all sectors disproportionately burden 
the poor.

Table 18: Environmental Justice by Industry: Population-Weighted PM2.5  

Industry Black Share Hispanic Share Minority Share Poor Share

Power Plants 13.5% 17.9% 38.8% 15.8%

Chemical Manufacturers 24.4% 15.8% 43.9% 21.1%

Nonmetallic Mineral Product Manufacturers 14.8% 17.3% 39.8% 16.1%

Primary Metal Manufacturers 35.4% 9.2% 47.5% 23.2%

Paper Mills 17.7% 4.9% 27.2% 17.9%

Petroleum Refineries 33.3% 20.2% 59.5% 24.0%

Food Manufacturers 13.7% 16.4% 33.5% 18.2%

Transportation Equipment Manufacturers 11.0% 29.6% 44.3% 28.4%

All Sectors 20.1% 16.4% 42.6% 18.6%

U.S. Population Distribution, 2005-2009 12.1% 15.1% 34.2% 13.5%

Comparing these rankings to the sectoral sources of carbon emissions, we find that the three industrial 
sectors for which carbon reduction may be the most important—power plants, refineries and chemi-
cal manufacturing, which together account for more than 90 percent of industrial CO2 emissions in our 
sample—also have the most disproportionate impacts on minorities as shown by the RSEI measure 
and rank among the top five as shown by population-weighted PM2.5. Any regulatory program that 
reduces co-pollutant emissions along with carbon emissions in these sectors, therefore, is likely to 
reduce environmental disparities and advance environmental justice objectives. By the same logic, any 
regulatory program that fails to incorporate air-quality co-benefits into its design will not only forgo 
public health benefits, but also is likely to violate the official federal directives to consider environmen-
tal equity in rule and decision making.

To examine geographic variations in environmental justice disparities, Tables 19 and 20 present the 
same data disaggregated by state. The first four columns of each table report the average share of 
co-pollutant burdens borne by different demographic groups. The next four columns report the state 
population share for each group, and the last four columns report the difference between the two 
shares. This final measure, termed the “discrepancy” by Ash et al. (2009), is the difference between the 
share of co-pollutant exposure actually borne by each demographic group and the share that would 
be expected if exposure were evenly disturbed across demographic groups in the state. 
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Table 19: Environmental Justice by State: Air Toxics   

State Black
Share

Hispanic 
Share

Minority 
Share

Poor 
Share

Population 
Percent 
Black

Population 
Percent 
Hispanic

Population 
Percent 
Minority

Population 
Percent 

Poor

Black  
Discrepancy

Hispanic  
Discrepancy

Minority  
Discrepancy

Poor  
Discrepancy

TX 13.8% 41.3% 58.6% 15.1% 11.5% 32.0% 47.6% 15.4% 2.2% 9.3% 11.1% -0.2%

PA 13.5% 12.6% 29.1% 13.9% 10.0% 3.2% 15.9% 11.0% 3.5% 9.4% 13.2% 2.9%

OH 10.0% 1.8% 14.4% 10.8% 11.5% 1.9% 16.0% 10.6% -1.5% -0.1% -1.6% 0.2%

LA 46.8% 3.6% 52.6% 19.6% 32.5% 2.4% 37.5% 19.6% 14.4% 1.2% 15.1% 0.0%

IL 19.1% 24.8% 47.1% 13.9% 15.1% 12.3% 32.2% 10.7% 4.0% 12.5% 14.9% 3.3%

IN 12.9% 4.3% 20.1% 10.4% 8.4% 3.5% 14.2% 9.5% 4.5% 0.8% 5.9% 0.9%

AL 43.6% 1.9% 47.1% 17.7% 26.0% 1.7% 29.7% 16.1% 17.6% 0.2% 17.4% 1.6%

MI 26.0% 8.6% 39.5% 15.7% 14.2% 3.3% 21.4% 10.5% 11.7% 5.3% 18.1% 5.2%

CA 10.8% 48.9% 74.3% 16.3% 6.7% 32.4% 53.3% 14.2% 4.1% 16.5% 21.0% 2.1%

FL 13.0% 10.7% 27.2% 10.6% 14.6% 16.8% 34.6% 12.5% -1.6% -6.1% -7.4% -1.9%

KY 6.9% 1.1% 10.0% 15.1% 7.3% 1.5% 10.7% 15.8% -0.4% -0.4% -0.7% -0.7%

VA 8.7% 1.5% 13.8% 16.8% 19.6% 4.7% 29.8% 9.6% -11.0% -3.1% -16.1% 7.2%

WI 2.2% 10.2% 21.5% 11.2% 5.7% 3.6% 12.7% 8.7% -3.5% 6.6% 8.8% 2.6%

NC 29.2% 3.2% 34.7% 13.2% 21.6% 4.7% 29.8% 12.3% 7.6% -1.5% 4.9% 0.9%

TN 16.1% 1.5% 19.5% 14.7% 16.4% 2.2% 20.8% 13.5% -0.3% -0.6% -1.3% 1.2%

IA 5.4% 5.0% 13.9% 8.6% 2.1% 2.8% 7.4% 9.1% 3.3% 2.2% 6.5% -0.5%

NY 18.4% 10.4% 33.2% 14.6% 15.9% 15.1% 38.0% 14.6% 2.6% -4.7% -4.8% 0.0%

SC 35.6% 2.8% 41.8% 13.2% 29.5% 2.4% 33.9% 14.1% 6.0% 0.4% 7.9% -0.9%

MO 27.5% 2.5% 32.5% 13.1% 11.2% 2.1% 16.2% 11.7% 16.3% 0.3% 16.2% 1.3%

MN 4.5% 4.4% 15.6% 6.1% 3.5% 2.9% 11.8% 7.9% 1.1% 1.5% 3.7% -1.8%

GA 34.9% 4.7% 42.5% 13.4% 28.7% 5.3% 37.4% 13.0% 6.2% -0.6% 5.2% 0.4%

All Other 
States

14.2% 11.3% 34.8% 12.9% 8.9% 9.7% 26.0% 11.3% 5.4% 1.6% 8.8% 1.6%

All States 
(2000)

15.7% 14.4% 36.3% 13.6% 12.3% 12.5% 30.9% 12.4% 3.4% 1.8% 5.5% 1.2%
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The RSEI-based results show especially large discrepancies for African Americans. In four states—
Alabama, Missouri, Louisiana, and Michigan—their share of the air-toxics co-pollutant burden exceeds 
their share of the state’s population by more than 10 percent. In Missouri, for example, the share of 
African Americans in air-toxics impacts is 27.5 percent, whereas their share in the state’s population is 
only 11.2 percent. Comparably large discrepancies for Latinos are found in California and Illinois. An-
other notable state is Virginia, which shows the largest poor discrepancy (7.2 percent) despite a large 
negative minority discrepancy, implying that poor white Virginians are most likely to bear disparate 
burdens from co-pollutant emissions in the case of air toxics.

The results are somewhat different for population-weighted PM2.5. Table 20 again shows generally 
larger disparities overall, as was the case when we looked at differences by industry. African Americans 
bear a starkly higher share of the PM2.5 burden (as compared to the RSEI air-toxics burden) in Alabama 
and Virginia and a substantially higher share in Louisiana, Indiana and Pennsylvania. The same can be 
seen for Latinos in New York and Michigan and for the poor in Louisiana and Alabama.

Table 20: Environmental Justice by State: Population-Weighted PM2.5   

State Black
Share

Hispanic 
Share

Minority 
Share

Poor 
Share

Population 
Percent 
Black

Population 
Percent 
Hispanic

Population 
Percent 
Minority

Population 
Percent 

Poor

Black  
Discrepancy

Hispanic  
Discrepancy

Minority  
Discrepancy

Poor  
Discrepancy

TX 12.4% 49.5% 65.2% 21.0% 11.3% 35.9% 52.2% 16.8% 1.1% 13.6% 13.0% 4.2%

PA 23.8% 4.9% 35.2% 19.1% 10.1% 4.7% 18.5% 12.1% 13.6% 0.3% 16.7% 7.0%

OH 11.9% 4.6% 19.4% 18.6% 11.6% 2.6% 17.5% 13.6% 0.3% 1.9% 1.9% 5.0%

LA 62.5% 2.0% 66.2% 29.0% 31.7% 3.3% 38.1% 18.4% 30.8% -1.3% 28.1% 10.5%

IL 17.1% 28.7% 50.8% 17.9% 14.5% 14.6% 34.8% 12.4% 2.6% 14.1% 16.0% 5.5%

IN 24.3% 9.2% 36.4% 20.3% 8.6% 5.1% 16.8% 13.2% 15.8% 4.1% 19.6% 7.1%

AL 69.7% 2.6% 73.9% 26.3% 26.0% 2.8% 31.5% 16.8% 43.7% -0.2% 42.4% 9.5%

MI 13.8% 17.6% 34.8% 23.9% 13.9% 4.0% 22.5% 14.5% 0.0% 13.6% 12.3% 9.4%

CA 8.7% 48.9% 72.7% 15.8% 6.0% 36.1% 57.5% 13.2% 2.7% 12.8% 15.3% 2.6%

FL 13.4% 16.8% 34.3% 13.6% 14.8% 20.6% 39.5% 13.2% -1.4% -3.7% -5.2% 0.4%

KY 4.0% 1.2% 7.6% 21.2% 7.4% 2.4% 12.3% 17.4% -3.4% -1.2% -4.7% 3.8%

VA 31.6% 6.0% 42.2% 14.9% 19.3% 6.7% 33.0% 10.1% 12.3% -0.6% 9.2% 4.9%

WI 4.5% 10.0% 20.8% 13.2% 5.9% 4.9% 14.9% 11.1% -1.3% 5.1% 5.9% 2.1%

NC 17.3% 6.7% 28.2% 12.3% 20.9% 7.0% 32.6% 15.1% -3.6% -0.3% -4.3% -2.7%

TN 16.9% 3.0% 22.0% 17.2% 16.4% 3.7% 23.0% 16.1% 0.5% -0.7% -1.1% 1.1%

IA 3.6% 4.5% 12.1% 14.0% 2.4% 4.1% 9.6% 11.4% 1.2% 0.5% 2.5% 2.7%

NY 14.9% 26.2% 51.6% 18.9% 14.6% 16.3% 39.7% 13.8% 0.2% 9.9% 11.9% 5.0%

SC 34.8% 3.9% 40.8% 18.6% 28.1% 4.0% 34.9% 15.8% 6.8% -0.2% 5.8% 2.8%

MO 12.5% 2.6% 17.8% 15.0% 11.1% 3.1% 17.9% 13.7% 1.4% -0.5% -0.1% 1.3%

MN 4.5% 4.3% 14.2% 9.2% 4.3% 4.0% 14.6% 10.0% 0.3% 0.3% -0.4% -0.8

GA 31.3% 6.0% 40.5% 18.2% 29.4% 7.77% 41.6% 15.0% 1.9% -1.7% -1.1% 3.2%

All Other 
States

14.5% 24.5% 50.4% 15.7% 8.4% 11.8% 28.0% 12.3% 6.2% 12.8% 22.4% 3.5%

All States 
(2005-2009)

20.1% 16.4% 42.6% 18.6% 12.1% 15.1% 34.2% 13.5% 8.0% 1.3% 8.4% 5.2%
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5.3 Cumulative Impacts and Geographic Disparity
Contemporary environmental justice analysis has moved beyond the distribution of impacts from 
individual pollution sources to also consider issues of cumulative impacts. Such impacts are defined 
as “exposures, public health or environmental effects from the combined emissions and discharges, in 
a geographic area, including environmental pollution from all sources, whether single or multi-media, 
routinely, accidentally, or otherwise released” (Alexeeff et al. 2010, p. vii). The reason for this shift is 
that many neighborhoods are affected by multiple hazards—and the argument is that in considering 
health effects, one should not only consider sources in isolation, but also the proximity of one source 
to another, since it is the sum total of pollution from multiple sources that generates health impacts. 

Why is this important in the context of climate policy and co-pollutants? The clustering of emitters is 
not consequential in the case of CO2, since wherever you reduce a certain amount of carbon emis-
sions, whether from a single industrial facility or from a group of facilities, the effect on climate change 
is the same. On the co-pollutant side, however, clustering matters: if a cluster of facilities is persuaded 
to reduce its emissions rather than, say, buy emission allowances or offset credits, then the surrounding 
neighborhood could find its overall air quality substantially improved. This sort of geographic external-
ity is a reason why some have talked about “no trading” zones in the context of cap-and-trade, a point 
to which we return in the next chapter.

Is geographic clustering a feature of our data on industrial emissions of co-pollutants? In an earlier 
study on California’s electric utility, petroleum refinery, and cement industries, we showed that cluster-
ing does occur in the state and results in significant cumulative PM impacts in certain areas (Pastor et 
al. 2010a, 2010c). To explore this issue on a national scale, we geocoded and mapped the facilities 
included in the analysis above and ran a cluster routine to identify metropolitan areas where there is a 
set of facilities in close proximity to one another (see Figure 6). To illustrate the existence of clusters, 
we focus on Los Angeles, Houston, and Pittsburgh. The first two have been particularly important sites 
of struggle over environmental justice issues, and Pittsburgh has seen community concerns as well. 

Figure 6 provides a visual sense of clustering in PM2.5 emissions in our sample. The size of the facility 
icons varies with the population-weighted pollution load (again using the number of people residing 
within 2.5 miles of the facility). As can be seen, although most areas of the country have no facilities, 
there is noticeable clustering of facilities in many places shown on the map, and those areas often 
have the bigger generators of population-weighted PM2.5. In the three highlighted locations, we also 
calculated the number of facilities located within 5 miles of each 2000 census block group, with darker 
shades in the inset maps indicating block groups with more proximate facilities.
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Figure 6: Clustering of Population-Weighted PM2.5 Emissions

To examine whether industrial sources—which include the large CO2 emitters in our analysis—are 
important contributors to overall air quality–related health risks in the vicinity of such clusters, we again 
use 2005 air-toxics data from NATA, which provides census-tract-level coverage for the United States.41  
Recall from our earlier analysis that the NATA data suggest that point sources account for a large share 
of neurological risk in areas with high neurological risk overall, but that this is not the case with respect 
to cancer or respiratory risk from air toxics. The question is whether clustered CO2-emitting facilities in 
our analysis are located in areas where point sources are a major factor in health risks from air toxics.

The maps in Figures 7 and 8 depict the point-source share of total cancer risk and neurological risk, 
respectively, in the 2005 NATA data. There is a noticeable visual correlation between the clusters of 
facilities and the point-source share of risk under both measures. Among the three localities examined, 
the share of point sources in cancer risk in Pittsburgh and neurological risk in Houston are particularly 
notable. 

Finally, Table 21 presents data on the relationship between the point-source share of cancer and neu-
rological risks from air toxics in relation to proximity to all 1,542 facilities in our sample. Again we see 
that when facilities cluster, the share of risk from point sources rises. Considering the number of facili-
ties within 2.5 miles of a census tract as a measure of such clustering, the point-source shares of cancer 
risk and neurological risk rise monotonically with each additional facility inside that distance band. The 
share is larger for neurological risk (roughly double or more at each step), surpassing 30 percent of risk 
when there are three facilities within 2.5 miles. 

41 We can’t conduct a comparable analysis for PM2.5 because we do not have comprehensive data on PM emissions from all sources nationwide.
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Figure 8: Point-Source Share of Air Toxics Neurological Risk, 2000 Census Tracts

Figure 7: Point-Source Share of Air-Toxics Cancer Risk, 2000 Census Tracts

A similar pattern is found with regard to variations in proximity to any facility: the closer one’s census 
tract is to any facility, the higher the point-source share of cancer risk and neurological risk. These 
patterns suggest that the large CO2-emitting facilities analyzed in this study are likely to be important 
contributors to health risks of their residential neighbors. We believe that this sort of spatial analysis 
should be incorporated into policy design for carbon reduction.
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Table 21: Point-Source Share of Air Toxics Risks in Relation to Proximity  
to Large CO2-Emitting Facilities

Source Type
Point Area Onroad Nonroad Background Secondary Total

Cancer Risk  
By number of GHG-emitting facilities with 2.5 miles

0 2% 11% 12% 5% 24% 46% 100%

1 5% 14% 16% 6% 21% 37% 100%

2 6% 16% 17% 8% 19% 34% 100%

3 11% 11% 18% 6% 20% 33% 100%

4 16% 11% 18% 5% 17% 33% 100%

5 16% 10% 19% 6% 17% 31% 100%

6 24% 11% 9% 4% 18% 32% 100%

7 32% 10% 4% 9% 16% 29% 100%

By any GHG-emitting facilities within given distance
.5 mile 8% 14% 17% 6% 20% 35% 100%

1 mile 7% 15% 16% 6% 20% 36% 100%

2.5 miles 6% 14% 17% 7% 20% 36% 100%

5 miles 5% 14% 17% 6% 21% 38% 100%

Neurological Risk  
By number of GHG-emitting facilities with 2.5 miles

0 10% 26% 9% 7% 48% 0% 100%

1 20% 31% 10% 7% 31% 0% 100%

2 23% 34% 11% 7% 26% 0% 100%

3 31% 24% 10% 7% 27% 0% 100%

4 33% 20% 14% 7% 27% 0% 100%

5 34% 25% 11% 6% 24% 0% 100%

6 43% 23% 5% 4% 25% 0% 100%

7 63% 17% 2% 4% 15% 0% 100%

By any GHG-emitting facilities within given distance

.5 mile 27% 29% 9% 6% 28% 0% 100%

1 mile 26% 30% 9% 6% 29% 0% 100%

2.5 miles 21% 32% 10% 7% 30% 0% 100%

5 miles 17% 32% 11% 7% 33% 0% 100%



46

42 We use the term “price-based” to refer to both carbon taxes and cap-and-permit systems, since in both cases polluters change their be-
havior in response to price signals.  

43 There are differences, however, between how price-based incentives work in theory and how they have worked in practice. In an analysis of 
how coal-fired power plants have responded to a trading program for NOX emissions in the eastern United States, Fowlie and Muller (2011) 
find that firms often did not, in fact, choose cost-minimizing compliance strategies. The incentive structure under rate-of-return regulation of 
utilities (which sets a rate of return on investment regardless of whether it is cost-minimizing) may help to explain this inefficiency. 

44 In an analysis of the SO2-trading program for electric utilities, introduced under the 1990 CAA amendments, Carlson et al. (2000) find that 
static efficiency gains were small (at least as of 1995 and 1996), but that technological change (possibly spurred by the incentives created 
by the trading program) generated large cost savings. See also Burtraw (1996) on the role of the SO2 program in accelerating cost-saving 
technological change.  

6. POLICY OPTIONS
This chapter presents options for integrating co-pollutants into climate policy. Because the relevance 
of these options may depend on the policies that are used to reduce carbon emissions themselves, we 
first sketch briefly the major climate policies that have been under consideration in the United States. 
We then discuss arguments for and against integrating co-pollutants into climate policy. Finally, we 
consider a variety of options for doing so.  

6.1 Carbon Policy Context
Policies to reduce carbon emissions from fossil-fuel combustion fall into two broad types: quantita-
tive controls, such as emission standards or mandated technologies, and price-based policies, such as 
marketed permits or a carbon tax.42 The USEPA is now moving to initiate quantitative controls on CO2 
emissions, following the 2007 U.S. Supreme Court decision that CO2 meets the Clean Air Act (CAA) 
definition of a “pollutant” and the failure of Congress to pass climate legislation. 

Quantitative controls and price-based policies are not mutually exclusive. Federal regulation of SO2 
emissions from power plants, for example, has combined conventional quantitative controls with a 
cap-and-trade program. Similarly, California will implement its Global Warming Solutions Act of 2006 
(AB 32) by means of both quantitative controls, such as a renewable portfolio standard for electricity 
and low-carbon fuel standard for transportation fuels, and a cap-and-trade program for CO2 emissions.

The case for price-based policies to supplement (or possibly replace) quantitative controls typically 
is framed in terms of cost-minimization and flexibility: by allowing polluters to choose their level and 
methods of emission reduction, based on the marginal abatement costs compared to the price of 
emissions, the policy can incentivize a wide range of measures to reduce emissions to achieve the 
overall objective at the lowest total cost. This is the static efficiency logic depicted in Figure 1.43  

There are two other attractions of price-based policies. First, price-based policies can provide incen-
tives for technological innovation above and beyond those provided by conventional regulations, a 
phenomenon sometimes called “dynamic efficiency.”44 Second, price-based policies offer an opportu-
nity to implement the principle that the natural environment—in this case, the environment’s capacity 
to serve as a sink for the disposal of carbon emissions—belongs to the people. If permits are auc-
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tioned (or, equivalently, pollution is taxed), rather than given away free of charge, the polluter pays and 
the money goes to the government on behalf of the public. If the revenue from permit auctions (or 
pollution taxes) is then returned directly to the people as “dividends” and community benefit funds, 
the principle of ownership by the people would be further strengthened.45  

Price-based policies often have encountered opposition, however, from environmental justice advo-
cates on the grounds that they will allow co-pollutant “hot spots” to persist in their communities and 
perhaps even worsen—exactly the sort of concerns we have raised in this study. In California, environ-
mental justice advocates filed a lawsuit that attempted to block the cap-and-trade program under AB 
32.46 

Because price-based instruments are part of the policy mix in California, and because they have fig-
ured prominently in efforts to pass climate legislation at the federal level, it is particularly important to 
consider how air-quality co-benefits and the equity concerns raised by environmental justice advocates 
can be integrated into pricing strategies.

6.2 Should Co-Pollutants Be Integrated into Climate Policy?
Let us start first with the “do nothing” option, by which we here do not mean having no climate 
policy, but rather leaving co-pollutants out of climate policy. This is the recommendation of Schatzki 
and Stavins (2009), who argue that co-pollutants are best treated as a separate issue to be addressed 
independently of climate policy. This stance appeals theoretically to some economists in that it echoes 
the principle advanced by Tinbergen (1952) that consistent economic policy requires the number of 
policy instruments to equal the number of policy targets. For some environmental advocates it also has 
political appeal: they argue that it is difficult enough to craft a viable climate policy without bringing 
co-pollutants into the picture. 

Against this option we can make several points. First, we cannot safely assume that co-pollutant im-
pacts will be adequately addressed by other policies. The large health costs attributable to co-pollut-
ants, discussed in Chapter 2, and the potentially large co-benefits of climate policy attest to this fact. 
Furthermore, recent developments favor an integrated approach to co-pollutants and climate policy: 
the past decade has seen growing interest in multipollutant as opposed to single-pollutant strategies 
for air-quality management.47

45 For discussion, see Boyce and Riddle (2007).

46 For a summary of their concerns, see http://www.ejmatters.org/docs/Summary%20of%20AB32%20lawsuit%20[5pg].pdf. In response to the 
lawsuit, in March 2011 a California court put a hold on AB 32 implementation. The injunction was lifted in June 2011, pending a final ruling 
by the California Court of Appeals. In June 2012 the Appellate Court upheld the lifting of the injunction and dismissed the case (Farber 2012, 
pp. 43–45).

47 A shift to multipollutant strategies was recommended by the National Academy of Sciences (2004, p. 12). For discussion, see also  
McCarthy et al. (2010).
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Second, even if we were to assume that co-pollutants are adequately regulated, co-pollutant damages 
would not be eliminated altogether. Assuming these damages continue to vary across polluters, the 
total marginal benefit from CO2 abatement (including co-benefits) will be variable too, and a first-best 
climate policy would take this variation into account, following the logic depicted in Figure 3.

Third, the administrative costs of incorporating co-pollutants into pricing policy could be modest. As 
we have noted, price-based instruments and quantity-based instruments can function in tandem.48 
Moreover, if, as our analysis suggests, a relatively small number of sectors and facilities are most prob-
lematic on the co-pollutant side, selective targeting can effectively tackle the bulk of the issues.

Finally, the political virtues of simplicity must be weighed against the political costs of failing to  
address concerns about co-pollutants in climate policy. These costs were illustrated rather dramatically 
by the lawsuit brought by environmental justice groups in California. Bringing air-quality co-benefits 
explicitly into climate-policy design could widen and deepen the constituency for an active policy. 

6.3 Co-Pollutant Policy Options
Our policy menu starts from the premise that something should be done to integrate co-pollutants 
into climate policy. We discuss six options for doing so:49 

Monitor Impacts of Climate Policy on Co-Pollutants 
Minimally, we believe there is a compelling case for monitoring co-pollutant emissions to evaluate the 
impacts of climate policy and to provide a basis for policy modifications, should these impacts prove 
to be unacceptable. The analysis presented above demonstrates that co-pollutant emissions vary 
widely, and that often they are concentrated in low-income and minority communities. The political 
and economic forces that account for this concentration may influence whatever changes in the distri-
bution of co-pollutant burdens are brought about by climate policy, leading to differential impacts on 
local public health. There is a need to at least track the impacts of climate policy on co-pollutant emis-
sions and assess whether there is real cause for concern. This is the approach taken by the California 
Air Resources Board (2011) in its “adaptive management plan” for the cap-and-trade policy under AB 
32. 

Tracking co-pollutant emissions to see if “hot spots” of increasing emissions develop or if there are 
sharply uneven reductions in co-pollutants is particularly important in the cases of the largest co- 
pollutant producers, the most co-pollutant producing industrial sectors, and the most impacted  
neighborhoods. 

48 For discussion, see also Kaswan (2011).

49 This section draws on and extends the earlier analysis in Boyce (2009) and Pastor et al. (2010a, 2010c); see also Kaswan (2008, 2011).
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Community Benefits Fund 
Price-based climate policies will generate large monetary transfers from consumers (in proportion to 
their carbon footprints) to the recipients of what can be termed “carbon rent.” In the case of cap- 
and-permit systems, this rent is called “allowance value.” Potential recipients of carbon rent include 
governments, firms, and the public.50 

Most climate-policy proposals envision that some fraction of the rent will be channeled into public 
investments in energy efficiency and renewable energy. Part of this money could be allocated to a 
community benefits fund to mitigate co-pollutant impacts and to protect public health in vulnerable 
communities. Such a policy was proposed in California Assembly Bill 1405, which was passed by the 
state legislature but vetoed by former governor Arnold Schwarzenegger in September 2010.51 The bill 
would have mandated that at least 30 percent of the revenues generated under California’s cap-and-
trade program be deposited into a community benefits fund, which would channel these resources 
to vulnerable communities, defined as “those areas within each air basin with the highest 10 percent 
of air-pollution impacts, taking into account air-pollution exposures and socioeconomic indicators.” 
The community benefits fund would have provided competitive grants for purposes such as reducing 
emissions of GHGs and co-pollutants, minimizing health impacts of global warming, and emergency 
preparedness for extreme weather events. 

The proposal for a community benefits fund has been revived in California Senate Bill 535, with a 
smaller claim on the share of revenues. One challenge in implementing a community benefits fund 
policy would be how to determine which communities are eligible to receive benefits. A potential 
tool for this purpose is the Environmental Justice Screening Method developed by Sadd et al. (2011), 
which takes into account hazard proximity, local air quality, and measures of social vulnerability. A more 
recent iteration of this method incorporates climate vulnerability indicators as well, such as air-condi-
tioning, tree canopy, transit access, flood risk, wildfire risk, and sea level.52 

A Co-Pollutant Surcharge 
A third policy option is to identify facilities, industrial sectors, and/or localities with high co-pollutant 
intensities and in these cases add a surcharge to the price of carbon permits. In effect, such a policy 
would try to price in the co-pollutant externality. By further increasing the price of fossil-fuel combus-
tion, this would create an incentive for additional emissions reductions in these places. 

50 At the federal level, the Waxman-Markey bill that died in the U.S. Senate in 2010 included all three types of recipients (with an initial 
emphasis on firms, and dividends to the public to kick in only after 2025), while the CLEAR Act introduced by Senators Cantwell and Collins 
proposed to allocate 75 percent to dividends and 25 percent to the government for public investments in clean energy and transitional 
adjustment assistance.  

51 For discussion, see Prasad and Carmichael (2008) and Boyce (2009). 

52 Use of these criteria would strengthen the nexus between the source of revenues (permit auctions) and their use for a community benefits 
fund—an issue in California state law that has arisen in the context of AB 32 implementation (Horowitz et al. 2012).



50

53 At least, this was their finding when using a multivariate regression model; their simple univariate models do show that RECLAIM led to 
more pollution reduction in whiter and wealthier neighborhoods. 

Revenue from co-pollutant surcharges could be used for co-pollutant abatement, addressing cumula-
tive impacts, or community benefits funds. If revenues from a location-based surcharge were recycled 
to the communities in which they are generated, this would be consistent with the principle that the 
“sink” functions of the air (i.e., the use of the air as a medium for disposal of wastes) belong to the 
people who breathe it.

Zonal Trading Systems
Zonal trading systems can be designed to ensure some minimum level of emissions reduction in des-
ignated zones, high-priority locations with the greatest potential benefits from emissions reduction. 
Polluters in high-priority (in this case, high co-benefit) zones are barred from “buying out” of emissions 
reduction by purchasing permits or offsets from other localities. The high-priority zones thus have their 
own zone-specific caps, with emissions reduction targets that either mirror or are more ambitious than 
those in the aggregate cap. 

One precedent for zonal trading is California’s Regional Clean Air Incentives Market (RECLAIM), which 
was launched in 1994 to reduce point-source emissions of NOX and SO2 in the Los Angeles basin. 
The South Coast Air Quality Management District established two zones under RECLAIM: zone 1, the 
coastal zone, where pollution is more severe and hence the benefits from pollution reduction are con-
sidered to be greater; and zone 2, the inland zone, where pollution is less severe. Facilities in zone 1 
can buy permits only from other facilities in the same zone, whereas facilities in zone 2 can buy permits 
from either zone. One indicator of the impact of this zonal system is that average permit prices have 
been roughly eight times higher in zone 1 than in zone 2, creating a much stronger incentive to reduce 
emissions in zone 1 than would exist if polluters could purchase allowances from the less-polluted zone 
2 (Gangadharan 2004). These restrictions may help to explain the finding by Fowlie et al. (2011) that 
the RECLAIM program did not exacerbate environmental injustice, as some had feared.53

Trading Ratios
Where pollution permits are tradable but damages per unit pollutant vary across pollution sources, the 
exchange rate at which permits are traded can be used as another policy instrument. If, for example, 
total (CO2 plus co-pollutant) marginal damages per ton of CO2 are twice as high in location A as in  
location B, owing to higher co-pollutant damages (and hence greater co-benefits from emissions  
reductions) in location A, the exchange rate (“trading ratio”) would set one permit in location A to 
equal two permits in location B. This policy option has been widely discussed and in some cases 
implemented in water-pollution control (Farrow et al. 2005). In principle, location-based trading ratios 
can be applied to air pollution too (Tietenberg 1995; Muller and Mendelsohn 2009). Apart from the 
locational criteria, they also could be applied to trades between facilities distinguished on the basis of 
industrial sector or other facility-specific criteria related to differences in co-pollutant intensity.



51

Designate Priority Locations, Sectors or Facilities for Co-Pollutant Reductions 
A final policy option is to designate priority locations, sectors, or facilities for co-pollutant reductions. 
This would respond to the heterogeneity in co-pollutant intensities that we have documented in this 
study. Recall that a small number of the facilities in our sample are responsible for a large share of the 
co-pollutant emissions—for example, the top 1 percent of the facilities is responsible for nearly 60 per-
cent of the RSEI population-weighted health score and 35 percent of the population-weighted PM2.5 
measure. Policy makers could fairly easily accord special attention to these polluters. This could involve 
the use of conventional regulatory instruments, caps on emissions from the priority facilities, and/or 
restrictions on their ability to purchase permits from other polluters.

7. CONCLUSIONS
7.1 Summary 
A strong case can be made for integrating co-pollutants into climate-policy design on both efficiency 
and equity grounds. From an efficiency standpoint, failure to account for variations in air-quality co-
benefits across carbon-emission sources is tantamount to leaving health-care dollars lying on the floor. 
From an equity standpoint, co-pollutant burdens lie at the critical interface between climate policy and 
environmental justice. Numerous studies of the magnitude of air-quality co-benefits from climate poli-
cy have concluded that these are large enough to warrant policy attention. Indeed, by some measures, 
these co-benefits are as large as the climate benefits that constitute the primary policy objective.

To make co-pollutants a tractable matter for policy design, we need to be able to measure co-pollut-
ant intensity, here defined as the ratio of co-pollutant damages to CO2 emissions. As this study has 
shown, this is by no means a straightforward matter. One conceptual issue is whether to use a broad 
measure that includes all emissions of pollutants from fossil-fueled activities or a narrow measure that 
is restricted to emissions from fossil-fuel combustion alone. In some cases, there is not much difference 
between the two, but in others the difference can be large. Climate policy can lead to co-pollutant 
emissions reductions not only from fossil-fuel combustion itself, but also from ancillary activities, and 
in principle the choice between narrow and broad measures should hinge on the likely mix between 
these responses. In practice, data availability may dictate the choice, as it did in our analysis of emis-
sions from industrial facilities.

Given the variety of co-pollutants, a second issue is how to aggregate them to come up with an overall 
measure of co-pollutant intensity. Some co-pollutants are, pound for pound, far more hazardous than 
others, and toxicity weights can be used to account for this difference. 

A third methodological issue is how to measure co-pollutant damages and, in particular, whether and 
how to account for differences in the number of people exposed to hazardous emissions and for differ-
ences in vulnerability across different population subgroups. 
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Our empirical analysis has demonstrated that these are not trivial problems. Rankings of co-pollutant 
intensity across industrial sectors and facilities can vary substantially depending on which co-pollutants 
are measured and, in the case of multiple co-pollutants, on how they are aggregated. 

Using seven different measures of co-pollutant intensity—with the co-pollutant numerator defined 
variously as the mass of nitrogen oxides (NOX); the mass of particulate matter (PM2.5); the mass of sulfur 
dioxide (SO2); the mass of air toxics; the toxicity-weighted mass of air toxics; the RSEI full-model score 
that also accounts for fate-and-transport of the air toxics and the number of people impacted by any 
given release; and a population-weighted PM2.5 measure that we constructed—we demonstrated that 
co-pollutant intensity varies considerably across industrial sectors as well as across facilities. Any  
climate policy that is blind to these variations will lead to a pattern of carbon emissions reductions that 
is suboptimal from an efficiency standpoint. 

We also demonstrated that there is wide spatial variation in co-pollutant emissions and intensity, and 
that people of color and low-income communities often bear a disproportionate share of the co-pollu-
tion burdens. Any climate policy that is blind to these variations is likely to lead to a pattern of carbon 
emissions reductions that is suboptimal from the standpoint of environmental justice too.

Finally, we discussed a number of ways in which co-pollutants can be integrated into climate policy, 
ranging from simply monitoring co-pollutant impacts—a policy option that we regard as a necessary 
minimum—to a variety of policies that would secure greater emissions reductions in high-priority  
facilities, sectors, and locations.

7.2 Recommendations to Improve Information for Policy Design
Our review of available evidence on co-pollutant intensity and its variations has highlighted a number 
of limitations in the information currently available for policy making. Measures that could improve the 
informational basis for policy design include the following:

•	 Develop	mechanisms	for	co-pollutant	monitoring: Climate-policy design should include 
provisions for monitoring policy impacts on emissions of co-pollutants, particularly at facilities 
and locations with relatively high emissions. This should include both source-based reporting 
(e.g., of co-pollutant emissions from industrial facilities) and ambient air-quality measurement. 
In the allocation of monitoring resources, special attention should be given to localities that 
are assigned priority by virtue of existing cumulative pollution impacts, vulnerability to further 
increases in pollution burdens, and sheer numbers of affected people. Annual reviews of  
monitoring results should be conducted, with a view to introducing remedial measures if the 
climate policy is found to widen the extent of disproportionate impacts of co-pollutants on 
minorities and low-income communities. Findings of absolute increases in co-pollutant burdens 
associated with climate-policy implementation should trigger immediate policy actions to  
ensure co-pollutant abatement in such locations.  
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•	 Synchronize	facility	identification	codes: To facilitate research, effective monitoring, and 
policy making, we recommend that the USEPA synchronize the facility identification codes used 
in the agency’s various databases. The data consolidation procedures that were required to 
conduct this study were not for the faint of heart—and although it appealed to the side of our 
personalities that loves going where no data analysts have gone before, we suggest that the 
next trip should have a better road map. In general, community-based accountability, particu-
larly when entirely new regulatory systems are being devised, requires transparency and ease in 
understanding, using, and analyzing data. These are not features of the current data setup.

•	 Develop	aggregate	measures	of	co-pollutant	impacts: To improve our picture of overall  
co-pollutant emissions and their human health impacts, data on emissions and ambient  
concentrations of criteria air pollutants (PM, NOX, SO2, CO, ozone, and lead) should be  
combined with comparable data on air toxics from the Toxics Release Inventory and geo-
graphic microdata from the Risk-Screening Environmental Indicators. This will require the  
application of fate-and-transport models to criteria air pollutants to estimate exposure levels, 
particularly in areas where actual monitoring is weak. Aggregate measures should be devel-
oped both with population weights (to assess total human health impacts) and without popula-
tion weights (to assess statistical risk to individuals even in sparsely populated locations), since 
both are relevant to policy.

•	 Develop	environmental	justice	screening	tools: To improve the ability of policy makers to 
identify high-priority localities for policy attention, the Environmental Justice Screening Method 
recently advanced by researchers in California should be further developed by incorporating 
information on vulnerability to climate change itself. Comparable screening methods should 
be tested nationwide, with a view to making them a standard item in the environmental policy 
toolkit.

•	 Extend	data	collection	and	analysis	to	nonindustrial	pollution	sources: In many locations, 
mobile sources, such as automobiles and aircraft, and small-point sources, such as gas  
stations and dry cleaners, equal or surpass industrial facilities as sources of co-pollutant emis-
sions. Spatial analysis of variations in co-pollutant burdens and co-pollutant intensity for these 
sources is needed to provide a basis for incorporating these co-pollutant emissions into climate 
policy. Several of the policy options sketched in the preceding chapter can be adapted to  
address emissions from these sources too.
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7.3 Policy Recommendations 
This study has demonstrated, we believe, that there is a compelling case for integrating air-quality  
co-benefits into the design of climate policy. To this end, we recommend the following measures:

•	 Strengthen	carbon	emissions	reduction	targets: A large body of evidence has established 
that the impacts of co-pollutants on public health are substantial. Air-quality co-benefits, there-
fore, should be included as standard practice in setting targets for carbon emissions reductions. 
The concept of the “social cost of carbon” should be expanded to include the social cost of 
co-pollutants. One result of incorporating this information into policy design will be more ambi-
tious carbon emissions reduction targets.

•	 Designate	high-priority	zones: Climate-policy design should include the identification of 
high-priority zones where the co-benefits from reduced carbon emissions have the potential 
to be particularly large. In these zones, the policy design should ensure that emissions reduc-
tions will equal or exceed the average level of reductions achieved by the policy as a whole. 
Insofar as the climate policy relies on conventional “command-and-control” regulation, this can 
be accomplished by specifying more stringent standards for high-priority zones (akin to cur-
rent policy differentiation under the Clean Air Act based on attainment area status). Insofar as 
the climate policy relies on price-based instruments, this can be accomplished by introducing 
specific caps for these zones that limit the number of permits to be auctioned or otherwise al-
located to facilities in these zones and prevent the purchase of offsets or permits from outside 
the zone.54

•	 Designate	petroleum	refineries	and	chemical	manufacturers	as	high-priority	sectors: 
Among the three biggest carbon-emitting sectors analyzed in this study—power plants, pe-
troleum refineries, and chemical manufacturers—the latter two were found to have higher 
co-pollutant intensities for toxicity-weighted and population-weighted emissions (see Table 9). 
They also have greater disproportionate impacts on minorities and the poor (see Tables 17 and 
18). For these reasons, these should be designated as high-priority sectors for emissions reduc-
tions. In these sectors, climate policy should ensure that carbon emissions reductions will equal 
or exceed the average level of reductions achieved by the policy as a whole. Again, this can 
be achieved by conventional regulatory instruments or by sector-specific emission caps that 
specify the number of permits available to these sectors and prohibit purchases of permits from 
other sectors.

•	 Designate	high-priority	facilities: There is a high degree of disproportionality in co-pollutant 
emissions, as documented in Section 4.6 of this study: a small number of facilities account for a 
very large share of emissions. Facilities that rank in the top 5 percent in co-pollutant emissions 
(by one or more co-pollutant measures deemed to be most significant indicators of public-

54 Note that the designation of high-priority zones is feasible only for price-based policies that include an emissions cap. This policy could 
not be applied to a simple carbon tax, though a higher tax rate (or surcharge) could be instituted in high-priority zones in an effort to obtain 
similar results.



55

health impacts) should be designated as high-priority facilities for carbon emissions reductions. 
In these facilities, climate policy should ensure that carbon emissions reductions will equal or 
exceed the average level of reductions achieved by the policy as a whole. Again, this can be 
achieved by differentiated standards or by facility-specific caps.

•	 Allocate	a	share	of	carbon	revenues	to	community	benefit	funds: To ensure that disadvan-
taged communities that bear disproportionate pollution burdens obtain a fair share of the ben-
efits from public investments in the clean energy transition, a fraction of the carbon rent gener-
ated by the use of price-based instruments in climate policy should be directed to community 
benefit funds to support environmental and public-health improvements in these localities. The 
screening methods used to identify high-priority zones could also be applied to identify locali-
ties eligible for the community benefits fund.

7.4 Concluding Remarks 
In recent debates on climate policy, the air-quality co-benefits that could be obtained by curtailing the 
burning of fossil fuels have received too little attention. Yet a substantial body of peer-reviewed litera-
ture in the environmental and health sciences has concluded that the potential benefits of reduced 
emissions of hazardous co-pollutants could be quite large—certainly large enough to be of policy 
relevance.

What accounts, then, for the past neglect of co-pollutants in climate-policy debates? Part of the an-
swer may lie in the fact that policy makers and climate-policy advocates feel overburdened by other 
issues: debates over conventional regulations versus price-based instruments, the social cost of car-
bon, and even the scientific basis for climate change itself. In our view, part of the answer also lies in 
the political and economic marginalization of the constituencies that are most heavily burdened by 
co-pollutants. This marginalization can be redressed only by ensuring that they have a place at the 
climate-policy table.

In this study, we have shown that it is feasible to bring empirical evidence to bear on the issue of 
whether and how to incorporate co-pollutants into climate-policy design. Focusing on emissions from 
industrial facilities in the United States, we have shown that it is possible to compute measures of co-
pollutant intensity—co-pollutant damages per ton of carbon dioxide emissions—and that co-pollutant 
intensity varies widely across facilities and industrial sectors. We have also shown that minority and 
low-income communities bear disproportionate burdens from co-pollutant emissions in those industrial 
sectors that stand to be most strongly impacted by climate policy.

The conclusion, we believe, is clear: for reasons of both efficiency and equity, co-pollutants and air-
quality co-benefits warrant inclusion in climate-policy design. Co-benefits should be integrated into 
the design of policies built on conventional regulatory instruments, such as those currently being for-
mulated by the USEPA under the Clean Air Act. Co-benefits likewise should be integrated into price-
based policies, such as the cap-and-trade system now being adopted under California’s Global Warm-
ing Solutions Act. Any policy that gives polluters the choice to “clean up or pay up” should ensure that 
their decisions fully reflect the benefits of clean up, including the public-health benefits of reducing 
emissions of co-pollutants.
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APPENDIX: INTERNATIONAL VARIATIONS IN  
CO-POLLUTANT INTENSITY 
The focus of this study has been how to integrate air-quality co-benefits into climate policy in the 
United States. In this appendix we briefly consider evidence on how co-pollutant intensity varies  
internationally and discuss some potential policy implications of this variation.

All else being equal, co-pollutant intensity is likely to be higher where air-pollution regulations are 
weaker. This suggests that the co-benefits per unit of carbon emissions reductions may be highest in 
developing countries. In countries where carbon emissions remain very low, this may not be of much 
importance. But in newly industrializing countries, where fossil-fuel consumption is growing rapidly  
and where this growth is outpacing advances in air-quality management, the policy salience of co- 
pollutants may be particularly great.

Data on variations in co-pollutant intensity across countries are few and far between. The only source 
(or at least, the only one we know of) that provides fairly comprehensive international data, covering 
developing countries as well as industrial countries, on both CO2 emissions and a measure of co- 
pollutant measure emissions is the World Bank’s World Development Indicators (WDI).55 The WDI data 
include a number of variables generated by the World Bank in order to develop “adjusted savings” 
measures for national income accounting that take environmental degradation (dissaving) into  
account. These adjustments include one for “particulate emissions damage” and one for “CO2  
damage.” By computing the ratio between the two, we can get a broad measure of co-pollutant  
intensity variations for PM across nations.

The World Bank’s particulate emissions damage estimate is calculated as “the willingness to pay to 
avoid mortality attributable to particulate emissions.” Although details are not provided—the technical 
notes to the WDI reference an unpublished 2006 paper—willingness to pay varies with ability to pay, 
and hence the valuation of human life used in these calculations may have been lower in low-income 
countries than in high-income countries (much lower, if it was a linear function of per capita income).  
If so, an alternative measure of co-pollutant intensity in which the numerator was mortality attributable 
to particulate emissions (rather than a dollar valuation of that mortality) could substantially increase the 
co-pollutant intensity values in low-income countries relative to those in high-income countries.  
Another limitation of the World Bank data is that the measure of particulate emissions probably  
includes emissions from other sources in addition to fossil-fuel combustion (the technical notes do not 
discuss this question), in which case we can derive only a broad measure of co-pollutant intensity  
(including all particulate emissions in the numerator) as opposed to a narrow one (restricted to emis-
sions from fossil-fuel combustion).

55 Available online at http://databank.worldbank.org/ddp/home.do.
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The World Bank’s CO2 damage estimate is based on an across-the-board valuation of $20 per ton of 
carbon. The same valuation is applied to all countries, so the damage measure is a straightforward 
multiple of carbon emissions; the choice of a different carbon price thus would not affect the pattern 
of relative co-pollutant intensities across countries.56 

As a final caveat, we note that PM is not the only co-pollutant, and it is possible that intensity  
measures for other co-pollutants, such as SO2 and air toxics, would show different patterns at the  
international level, as we find at the facility level within the United States. Insofar as differences in  
regulatory regimes explain the international variations, however, we might expect similar patterns for 
other co-pollutants. Moreover, PM itself is an important co-pollutant in its impacts on public health.

With these caveats in mind, we turn to the data. Table 21 presents co-pollutant intensity measures 
based on the World Bank data for the G-20 countries (there are actually 19 countries, since the 20th 
member of the G-20 is the European Union). Together these countries account for 76 percent of world 
income and 77 percent of total world carbon emissions from fossil-fuel combustion.57 The data indicate 
a wide range of international variation in co-pollutant intensity (even if we omit the near-zero value for 
the United Kingdom as a likely data error). Among the G-20 countries with per capita incomes over 
$40,000, the United States has the highest co-pollutant intensity.

Although the correlation is by no means perfect, there is an apparent inverse relation between  
co-pollutant intensity and per capita income (Pearson’s r = –0.40, excluding the U.K.). Fitting a  
quadratic curve to the data (see Figure 9), we find an inverted-U relationship akin the so-called  
environmental Kuznets curve, suggesting that co-pollutant intensity tends first to rise with per capita 
income and then to decline after reaching a turning point at roughly $17,000 (in 2008 dollars). This 
may be a consequence of the mortality valuation methodology used in the World Bank data, however; 
recall that a co-pollutant intensity measure based simply on mortality would show relatively higher 
values at the lower end of the income spectrum.

This exploratory exercise lends empirical support to the thesis that air-quality co-benefits could  
provide an important inducement for governments of major developing countries to participate in 
international agreements to curb carbon emissions.58 To be sure, developing countries could reduce 
emissions of PM and other co-pollutants by adopting regulations that lower co-pollutant intensity 
rather than by reducing fossil-fuel combustion as part of an international climate agreement, and the 
marginal cost of PM reductions by the first route may be lower than by the second. For developing-

56 The World Bank’s CO2 damage data for the 19 countries are perfectly correlated with the U.S. Energy Information Administration’s data on 
carbon dioxide emissions from the consumption of energy in 2008 (r = 0.999).

57 Percentage of world income calculated from 2008 WDI data on gross national income; percentage of 2008 carbon emissions calculated 
from U.S. Energy Information Administration, “Total Carbon Dioxide Emissions from the Consumption of Energy,” http://www.eia.gov/cfapps/
ipdbproject/iedindex3.cfm?tid=90&pid=44&aid=8&cid=regions&syid=2005&eyid=2009&unit=MMTCD.

58 Pittel and Rubbelke (2008) advance this thesis in a game-theoretic model in which “private” co-benefits to individual countries interact with 
the “public” benefits of climate-change mitigation. In their survey of co-benefit estimates, Nemet et al. (2010) report generally higher values 
in studies of developing countries and conclude that “the inclusion of co-benefits provides stronger incentives for cooperation from develop-
ing countries than do climate benefits alone.” See also Cienfuentes et al. (2001a, 2001b) and Halsnæs and Olhoff (2005).
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country policy makers, however, the second route to air-quality improvement has the added attractions 
that come with participation in an international agreement to mitigate climate change. In this respect, 
co-benefits are a two-way street: just as air-quality improvements are a co-benefit of climate policy, 
climate mitigation can be a co-benefit of policies to curb air pollution.

International variations in co-pollutant intensity also have implications for “flexibility mechanisms” 
(sometimes shortened to “flexmex”) in international climate agreements, such as Joint Implementa-
tion and the Clean Development Mechanism in the Kyoto accord. These create ways for countries that 
have accepted binding limits on their carbon emissions to finance equivalent emissions reductions (or 
in some cases carbon sequestration) elsewhere, an option that may be seen as easier or cheaper than 
achieving the same emissions reductions at home. 

Relocating carbon emissions reductions means relocating their air-quality co-benefits. From the stand-
point of the “buyer” country, this reduces the appeal of using such mechanisms instead of reducing 
emissions at home. From the standpoint of the “seller” country, where the actual emissions reductions 
take place, it enhances their appeal. Insofar as the buyers are high-income countries and the sellers are 
low-income countries, as in the Clean Development Mechanism, the air-quality results of such trans-
actions may be distributionally progressive in that they relocate co-benefits to countries with lower 
per capita incomes. The merits of international carbon trading can be questioned on the grounds of 
additionality, verifiability, and distributional impacts within the participating countries, but the higher 
air-quality co-benefits that can be secured in developing countries would weigh on the positive side of 
the scales.

Table 22: Co-Pollutant Intensity in the G-20 Countries, 2008 (Ratio of particulate emissions damages to CO2 emissions)

Country GNI Per Capita1 Co-Pollutant Intensity
India 1,080 0.468

Indonesia 1,950 0.865

China 3,040 0.708

South Africa 5,860 0.061

Argentina 7,190 2.624

Brazil 7,480 0.843

Turkey 9,260 2.047

Mexico 9,640 0.764

Russian Federation 9,710 0.108

Saudi Arabia 16,790 1.261

Korea, Rep. 21,580 0.653

Italy 35,360 0.442

Japan 38,000 1.266

Australia 41,760 0.086

France 42,060 0.056

Germany 42,520 0.124

Canada 43,470 0.099

United Kingdom 45,610 0.002

United States 47,840 0.374

1 Atlas method (current U.S. $)
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